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Glossary  
 

?`qmp`cb bmqc &Qcc _jqm ^kc_l _`qmp`cb bmqc%' 

The physical dose quantity given by 

  dm

ed
D=

 

where de is the mean energy imparted by ionising radiation to the matter in a volume element and 

dm is the mass of the matter in the volume element. The SI unit for absorbed dose is joule per 

kilogram (J kg-1) and its name is Gray (Gy). 

 

Absorption  

Movement of material to blood regardless of mechanism. In the respiratory tract, it generally 

applies to dissociation of particles and the uptake into blood of soluble substances and material 

dissociated from particles 

 

Absorption type  

Classification of inhaled materials according to their rates of absorption from the respiratory tract 

into body fluids. The absorption types are defined in ICRP Publication 66 as follows. 

Type F materials (deposited materials that are readily absorbed into body fluids from the 

respiratory tract; fast rate of absorption) 

Type M materials (deposited materials that have intermediate rates of absorption into body fluids 

from the respiratory tract; moderate rate of absorption) 

Type S materials (deposited materials that are relative insoluble in the respiratory tract; slow rate of 

absorption) 

Type V materials (deposited materials that are assumed, for dosimetric purposes, to be 

instantaneously absorbed into body fluids from the respiratory tract - applied only to certain gases 

and vapours - very rapid absorption).  

The default absorption parameter values for each absorption Type given in ICRP Publication 66 will 

be revised in the forthcoming ICRP OIR document based on reviews of experimental data. 

 

Activity  

Physical quantity for the number of disintegrations per unit time (s) of a radioactive material. The 

SI-unit of the activity is Becquerel (Bq): 1 Bq = 1 s-1  
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Activity Median Aerodynamic Diameter (AMAD)  

Physical parameter for the description of the particle size of radioactive aerosols. Fifty percent of 

the activity in the aerosol is associated with particles of aerodynamic diameter (dae) greater than 

the AMAD. The AMAD is used for particle sizes for which deposition depends principally on inertial 

impaction and sedimentation: typically those greater than about 0.5 ʆk,  Dmp qk_jjcp n_prgajcq* 

deposition typically depends primarily on diffusion, and the activity median thermodynamic 

diameter (AMTD) - defined in an analogous way to the AMAD, but with reference to the 

thermodynamic diameter of the particles - is used. 

 

Bioassay 

Any procedure used to determine the nature, activity, location or retention of radionuclides in the 

body by direct (in vivo) measurement or by indirect (in vitro) analysis of material excreted or 

otherwise removed from the body. 

 

Biokinetic model  

A mathematical model describing the intake, uptake and retention of a radionuclide in various 

organs or tissues of the body and the subsequent excretion from the body by various pathways. 

 

Biokinetic or reference bioassay function  

A mathematical function describing the time course of the activity in the body (retention function) 

or the activity excreted via urine or faeces  (excretion function) following a single intake at time t = 

0. In general, the retention function m(t) represents the predicted body or organ activity at the time 

t after the intake, whereas the excretion function m(t) represents the integral of the excretion rate 

from t « 1 days until t days.  The radioactive decay in the sample during the sample collection 

period is taken into account.  Tabulated values of m(t) are given in ICRP Publication 78 but these 

will be updated in the forthcoming ICRP OIR document. 

 

Biological half -life  

The time taken for the quantity of a material in a specified tissue, organ or region of the body (or 

any other specified biota) to halve as a result of biological processes. 

 

Committed Effective Dose (E(t'',  Qcc _jqm ^Cddcargtc bmqc% 

The sum of the products of the committed equivalent doses in organs or tissues and the 

appropriate organ or tissue weighting factors (wT), where t is the integration time in years 

following the intake. The integration time is 50 y for workers.  In accordance with ICRP Publication 
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103, E(50) is calculated with the use of male and female committed equivalent doses to individual 

organs or tissue regions as follows: 

(50) (50)
(50)

2

M F

T T
T

T

H H
E w

è ø+
= Öé ù

ê ú
ä  

The SI unit for committed effective dose is the same as for absorbed dose, J kg-1, and its special 

name is sievert (Sv). 

 

Committed Equivalent Dose (HT(t)) 

The time integral of the equivalent dose rate in a particular tissue or organ that will be received by 

an individual following intake of radioactive material into the body by a Reference Person, where t 

is the integration time in years following the intake. The integration time is 50 y for workers.  

 

Compartment  

Pool of radioactive materials in the body which can be characterised by first order kinetics; a 

compartment can be an organ (as for example the liver), a part of an organ (as for example the 

bronchial region of the lungs), a tissue (as for example the bone), a part of a tissue (as for example 

the bone surface) or another substance of the body (as for example the body fluids).   Activity is 

considered to be uniformly distributed in a compartment.   

 

Computational phantom (voxel)  

Computational anthropomorphic phantom based on medical tomographic images where the 

anatomy is described by small three-dimensional volume elements (voxels) specifying the density 

and the atomic composition of the various organs and tissues of the human body. 

 

Critical monitoring quan tity (M c) 

If the measured quantity, M, from a routine monitoring program, is less than Mc then the potential 

intakes during the accounting year is assumed to result in an annual dose less than 0.1 mSv.  Mc is 

the amount of activity retained or excreted at the end of a monitoring period that determines an 

intake that, if it was repeated for all monitoring periods during the accounting year, would result in 

a value of committed effective dose of 0.1 mSv in a year. In the absence of knowledge of the exact 

time of intake, it is assumed that intake took place at the mid-point of the monitoring period (T/2). 

 

  



 

viii 

Decision threshold and detection limit  

¶ Decision Threshold (DT) 

Fixed value of a measured quantity that, when exceeded by the result of an actual 

measurement quantifying a physical effect (e.g. the presence of a radionuclide in a sample), 

may be taken to indicate that the physical effect is present (ISO, 2010a, 2010b). The 

decision threshold is the critical value of a statistical test for the decision between the 

hypothesis that the physical effect is not present and the alternative hypothesis that it is 

present. When the critical value is exceeded by the result of an actual measurement, this is 

taken to indicate that the hypothesis should be rejected. The statistical test is designed in 

such a way that the probability of wrongly rejecting the hypothesis (Type I error) is at most 

cos_j rm _ egtcl t_jsc* ɻ, Rfc bcagqgml rhreshold is an a posteriori quantity, evaluated after 

a particular measurement in order to decide whether the result of the measurement is 

significant. The decision threshold is sometimes referred to as the critical level, decision 

level or minimum significant activity. 

¶ Detection Limit (DL) 

The smallest true value of a measured quantity which ensures a specified probability of 

being detectable by the measurement procedure (ISO, 2010a, 2010b). The DL is the 

smallest true value that is associated with the statistical test and hypothesis in accordance 

with the Decision Threshold, as follows: if in reality the true value is equal to or exceeds the 

DL, the probability of wrongly not rejecting the hypothesis (Type II error) is at most equal to 

_ egtcl t_jsc* ɼ, Rfe DL is an a priori quantity, evaluated for a particular measurement 

method in advance of the performance of a measurement.  The detection limit is 

sometimes referred to as the minimum detectable activity (MDA), lower limit of detection 

(LLD) or limit of detection (LOD). 

 

Decorporation therapy  

Use of chelating agents to enhance the elimination of radionuclides from the body in order to 

reduce the radiation dose to an individual accidentally contaminated internally with radionuclides. 

 

Deposition  

The initial processes determining how much of a material in inhaled air remains in the respiratory 

tract after exhalation.  Deposition of material may occur during both inhalation and exhalation. The 

distribution of the deposition of inhaled materials in the different regions of the respiratory tract 

depends on factors including the Activity Median Aerodynamic Diameter (AMAD) and the 

breathing pattern of the subject. 

ICRP Publication 66 establishes three classes of gases and vapours on the basis of the initial pattern 

of respiratory tract deposition: Class SR-1 (soluble or reactive: deposition throughout the 

respiratory tract), Class SR-2 (highly soluble or reactive: deposition in ET) and Class SR-0 (insoluble 
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and non-reactive: negligible deposition).    However, in the forthcoming ICRP OIR document, a 

simpler classification will be made for gases and vapours. 

 

Direct measurement 

Generic term for any kind of in vivo measurement of incorporated radionuclides (i.e. whole body 

counting, lung counting, thyroid counting etc.) 

 

Dose Coefficient 

Committed equivalent dose in organ or tissue T per unit intake hT(t) or committed effective dose 

per unit intake e(t), where t is the time period in years over which the dose is calculated. The 

integration time is 50 y for adults 

 

Effective Dose (E) 

In ICRP Publication 103, the effective dose was defined for the purposes of radiological protection 

as a sex-average quantity and is given by: 

2

M F

T T
T

T

H H
E w

è ø+
= é ù

ê ú
ä

 

where 
M

TH
and 

F

TH
are the equivalent doses to the tissues or organs T of the Reference Adult 

Male and Reference Adult Female, respectively, and wT is the tissue weighting factor for tissue T, 

with 
1=ä

T

Tw

.  

The sum is performed over all organs and tissues of the human body considered to be sensitive to 

the induction of stochastic effects.  Because wR and wT are dimensionless, the SI unit for effective 

dose is the same as for absorbed dose, J kg-1, and its special name is sievert (Sv).  

 

Equivalent dose (HT) 

The equivalent dose, HT,R , in tissue or organ T due to radiation type R, is given by:  

 RTRRT DwH ,, Ö=
 

where DT,R is the average absorbed dose from radiation type R in tissue T of the Reference Adult 

Male or Reference Adult Female, and wR is the radiation weighting factor for radiation type R.  Since 

wR is dimensionless, the unit is the same as for absorbed dose, J kg-1, and its name is Sievert (Sv). 

The total equivalent dose, HT, is the sum of HT,R  over all radiation types 

 



 

x 

 
ä Ö=

R

RTRT DwH ,

 

The equivalent dose is a radiation protection quantity. 

 

Excretion analysis 

Procedure for the assessment of the activity in the urine or faeces or in the exhaled air. The 

excretion analysis includes radiochemical separation, preparation of measuring samples and the 

evaluation of the measuring samples by spectrometric or other techniques (i.e. a-spectrometry or 

ICP-MS) 

 

Excretion rate 

In general, the excretion rate is the amount of activity which is excreted via urine or faeces during 

24 hours, with the decay of the radionuclide having been corrected for the end of the 24 hour 

sampling period. A special case is HTO where the excretion rate in general is given in terms of the 

activity concentration in the excreted material. 

 

Exposure 

The state or condition of being subject to irradiation. 

 

Fractional absorption in the gastrointestinal tract ( f1) 

The f1 value is the fraction of an element directly absorbed from the gut to body fluids, used in the 

ICRP 30 gastrointestinal tract model.  Qcc _jqm ^Human Alimentary Tract Model (HATM)%. 

 

Human Alimentary Tract Model (HATM) 

Biokinetic model for describing the movement of ingested materials through the human 

alimentary tract; published in Publication 100 (ICRP, 2006).  In the model, the alimentary tract 

transfer factor (fA) is defined as the fraction of activity entering the alimentary tract that is absorbed 

to blood, taking no account of losses due to radioactive decay or endogenous input of activity into 

the tract. 

 

Human Respiratory Tract Model (HRTM) 

Biokinetic model for describing the deposition, translocation and absorption of inhaled materials in 

the human respiratory tract; published in ICRP Publication 66 (ICRP, 1994) and will be updated in 

the forthcoming ICRP OIR document.  The HRTM defines the following regions: 
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¶ Extrathoracic (ET) airways.   

The anterior nose (ET1) and the posterior nasal passages, mouth, pharynx and larynx (ET2). 

¶ Bronchial (BB) region. 

The trachea and bronchi; airway generations 0-8. 

¶ Bronchiolar (bb) region.  

The bronchioles and terminal bronchioles; airway generations 9-15. 

¶ Alveolar-interstitial (AI) region.   

The respiratory bronchioles, alveolar ducts and sacs with their alveoli, and the interstitial 

connective tissue. 

 

Indirect measurement  

Generic term for any kind of in vitro analysis of material excreted or otherwise removed from the 

body (e.g. urine and faecal analysis).  The term is also used to include air sampling measurements.   

 

Intake 

The processes and the activity of radioactive material entering the body, the principal routes being 

inhalation, ingestion or through intact or wounded skin (note in the case of inhalation of aerosols 

the intake is greater than the amount which is deposited in the body). 

Acute intake 

An intake occurring within a time period short enough that it can be treated as 

instantaneous for the purposes of assessing the resulting committed dose. 

Chronic intake 

An intake over an extended period of time, such that it cannot be treated as a single 

instantaneous intake for the purposes of assessing the resulting committed dose. 

 

Mean absorbed dose, DT 

The mean absorbed dose in a specified organ or tissue region T is given by DT = 1/mT Ĕ D dm, where 

mT is the mass of the organ or tissue, and D is the absorbed dose in the mass element dm. The SI 

unit of mean absorbed dose is joule per kilogram (J kg-1), and its special name is gray (Gy). 
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Occupational exposure 

Exposure to radiation incurred at work as the result of situations that can reasonably be regarded 

as the responsibility of the operating management. 

 

OIR document 

The forthcoming ICRP Occupational Intake of radionuclides (OIR) document series will provide 

revised dose coefficients for worker by inhalation and ingestion replacing the ICRP Publication 30 

series and Publication 68. It will also provides data for the interpretation of bioassay 

measurements, replacing Publications 54 and 78.  Further information regarding this forthcoming 

document is given in Section 1.2.7.   

 

Radiation weighting factor, wR 

A dimensionless factor by which the organ or tissue absorbed dose component of radiation type R 

is multiplied to reflect the relative biological effectiveness of the radiation in inducing stochastic 

effects at low doses.  It is used to derive the organ equivalent dose from the mean absorbed dose 

in an organ or tissue.  The values are chosen by ICRP for radiation protection purposes only. 

 

Reference male and reference female (reference individual) 

An idealised male or female with anatomical and physiological characteristics defined by the ICRP 

for the purpose of radiological protection.  The anatomical and physiological characteristics are 

defined in the report of the ICRP Task Group on Reference Man (Publication 89, ICRP 2002).  

 

Reference person 

In ICRP Publication 103, a reference person was defined as an idealised person, for whom the 

equivalent doses to organs and tissues are calculated by averaging the corresponding doses of the 

Reference Male and Reference Female. The equivalent doses of the Reference person are used for 

the calculation of the effective dose 

 

Relative biological effectiveness (RBE) 

The ratio of a dose of a low-LET reference radiation to a dose of the radiation considered that gives 

an identical biological effect.  RBE values vary with the dose, dose rate, and biological endpoint 

considered.  In radiological protection, the RBE for stochastic effects at low doses (RBEM) is of 

particular interest. 
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Rogue data 

Rogue or outlier data are data that are numerically distant from the rest of the data.  In other words, 

an outlier is one that appears to deviate markedly from other members of the sample in which it 

occurs.  An outlier is considered as a rogue data point, if it is not part of the sample population in 

which the other members occur. In terms of bioassay data, outliers above and below the trend of 

the other data have different significance « See Section 6.1.  

 

Scattering Factor (SF) 

The scattering factor (SF) is a measure of the uncertainty of an individual monitoring value.  It is 

assumed that the overall uncertainty on an individual monitoring value can be described in terms 

of a log-normal distribution and the scattering factor (SF) is defined as its geometric standard 

deviation.  In this report, the uncertainty is divided into two main categories referred to as Type A 

and Type B uncertainties.  Type A uncertainties are taken to arise from counting statistics only 

whereas Type B components are due to all other sources of uncertainty. 

 

Specific Effective Energy (SEE) 

The Specific Effective Energy, SEE(T « S) is the equivalent dose in target region or organ, T per 

nuclear transformation of a given radionuclide in source region, S.  Units are: Sv per disintegration 

= Sv (Bq s)-1  In the forthcoming ICRP OIR document, the SEE is referred to as the S-coefficient 

(radiation-weighted) and is correspondingly defined for the Reference Adult Male and Reference 

Adult Female. 

 

Structured approach to dose assessment  

The structured approach consists of a series of stages (or flow charts) for the assessment of dose 

based on the principles of harmonisation, accuracy and proportionality (i.e. the effort applied to 

the evaluation should be proportionate to the dose « the lower the dose, the simpler the process 

should be).   See chapters 7-11. 

 

 

 

Tissue weighting factor, wT, Qcc _jqm ^Cddcargtc Bmqc%, 

The factor by which the equivalent dose to an organ or tissue is weighted to represent the relative 

contribution of that organ or tissue to overall radiation detriment from stochastic effects resulting 

from uniform irradiation of the body. It is defined such that 

1
T

T =äw
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Transfer compartment  

The compartment introduced for mathematical convenience into most of the biokinetic models 

used in ICRP and IAEA publications to account for the translocation of the radioactive material 

through the body fluids from where they are deposited in tissues. 

 

Uptake 

The processes by which radionuclides enter the body fluids from the respiratory tract, 

gastrointestinal tract or through the skin, or the fraction of an intake that enters the body fluids by 

these processes. 
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Abstract  
Doses from intakes of radionuclides cannot be measured but must be assessed from monitoring 

data, such as whole body, urine or faecal data. Such assessments require application of biokinetic 

and dosimetric models, and the assessor may well have to make assumptions about factors such as 

the pattern of intake and properties of the material. Intercomparison exercises (Doerfel 2000) have 

shown a wide range in doses that can be obtained from the same data set as a result of such factors 

and hence the need for guidance on harmonising evaluations.  As a result a European project in the 

EC 5th Framework programme was established to give guidance on internal dose assessments 

from monitoring data (Project IDEAS). In 2006, a document giving such guidance was published 

(Doerfel 2006) and is commonly referred to as the IDEAS Guidelines.  Following its publication, a 

working group within European network CONRAD and EURADOS was established to improve and 

update the IDEAS Guidelines, and to take account of recent developments in the field of internal 

dosimetry.  This document is the result of such work. 

The IDEAS Guidelines are based on a general philosophy of: 

¶ Harmonisation: by following the Guidelines any two assessors should obtain the same 

estimate of dose from a given data set. 

¶ Accuracy: the "best" estimate of dose should be obtained from the available data. 

¶ Proportionality: the effort applied to the evaluation should be proportionate to the 

dose - the lower the dose, the simpler the process should be. 

Following these principles, the Guidelines use the following "Levels of task" to structure the 

approach to an evaluation: Level 0: Annual dose <0.1 mSv. No dose evaluation; Level 1: Simple 

evaluation normally using ICRP reference parameter values (typical dose 0.1 - 1 mSv); Level 2: 

Sophisticated evaluation using additional information to give more realistic assessment (typical 

dose 1 - 6 mSv); Level 3: More sophisticated evaluation, for cases with comprehensive data (typical 

dose > 6 mSv).   

In this new version the following revisions have been made: 

¶ Additional information and literature review on values of excretion of U, Th, Ra, Po in 

different bioassay types (urine and faeces) and places due to alimentary introduction. 

¶ Collection of typical and achievable values for detection limits for different bioassay 

measurement techniques.   

¶ New default measurement uncertainties (i.e. scattering values, SF) for different types of 

monitoring data. 

¶ Additional information on the minimum number and type of data required for dose 

assessment. 

¶ Additional information on the calculation of the effective AMAD. 

¶ Additional information on data fitting and autocorrelation test statistics.   

¶ Introduction of a special procedure for wound cases, following the publication of the NCRP 

156 wound model. 

¶ Introduction of the description of the direct dose assessment method (tritium case). 



 

xvi 

¶ Example evaluations showing the correct application of the guidelines taken from the 

recent EURADOS/IAEA advanced training course on internal dose assessment.  

¶ Typical uranium and plutonium isotopic compositions encountered in the nuclear industry.  

 

This version takes account of the forthcoming ICRP Occupational Intakes of Radionuclides (OIR) 

document series, so that these Guidelines can still be applied following their publication.  A brief 

description of the ISO standard on dose assessment for monitoring of workers for internal radiation 

exposure is also included and compared with the IDEAS Guidelines.   
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1. Introduction  

1.1 The IDEAS project 

1.1.1 Introduction 

 The need for harmonisation of the procedures for internal dose assessment has been the 

aim of the project IDEAS, partly funded by the European Commission under contract No. FIKR-

CT2001-00160. The IDEAS project started in October 2001 and ended in June 2005. The following 

partner institutions were involved in the project: Forschungszentrum Karlsruhe (FZK), 

Germany;Belgian Nuclear Research Centre (SCK¶CEN), Belgium; Electricité de France (EDF), France; 

Italian National Agency for New Technology, Energy and the Environment (ENEA), Italy; Institut de 

Radioprotection et de Sûreté Nucléaire (IRSN), France; KFKI Atomic Energy Research Institute (AEKI), 

Hungary; Radiation Protection Institute (RPI), Ukraine; National Radiological Protection Board 

(NRPB), now Health Protection Agency, Radiation Protection Division, (HPA-RPD), United Kingdom. 

The IDEAS project was divided into Work Packages (WP), one for each of the five major tasks: 

WP1 - Collection of incorporation cases - was devoted to the collection of data by means of 

bibliographic research. Two databases were prepared: the IDEAS Bibliography Database and the 

IDEAS Internal Contamination Database (Hurtgen 2007); http://www.sckcen.be/ideas/). The IDEAS 

Bibliography Database collects information present in the open literature or in other reports 

dealing with internal contamination cases. The IDEAS Internal Contamination Database was set up 

to collate the descriptions of selected well documented cases in a specific format providing all the 

information needed for internal dose assessment. 

In WP2 - Preparation of evaluation software - the existing computer code IMIE (Individual 

Monitoring of the Internal Exposure, (Berkovski 2000, Berkovski 2002), was used as a platform for 

testing existing methods and approaches for bioassay data interpretation and methods developed 

in the project. IMIE permits the user to review and compare simultaneously different possible 

exposure condition combinations and to select the degree of automation from fully automated to 

completely manual. 

In WP3 - Evaluation of incorporation cases - 52 selected cases were evaluated using IMIE and 

another computer code, IMBA (Integrated Modules for Bioassay Analysis, (Birchall 2003). From the 

evaluations various items were identified where guidance was needed. General features of the 

evaluation of monitoring data, were consequently defined (Castellani 2004). 

In WP4 - Development of the general guidelines - the partners derived a common strategy for the 

evaluation of monitoring data, drafted the general guidelines and discussed it with internal 

bmqgkcrpw cvncprq `w kc_lq md _ §tgprs_j³ umpiqfmn `_qcb ml rfc glrcplcr gl c_pjw 0..2, Rfc 

discussion was used to improve the common strategy and the general guidelines. 

In WP5 - Practical testing of general guidelines - the validity of the draft guidelines was tested by 

means of a joint IDEAS/IAEA dose assessment intercomparison exercise open to participants from 

all over the world. Some 76 participants provided answers to all or some of the 6 cases proposed 

for evaluation. The results were discussed with the participants in a workshop in April 2005 and 

have been evaluated and discussed in a report (Hurtgen 2005). Based on these discussions the 

IDEAS general guidelines were finalised. 
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1.1.2 The IDEAS/IAEA intercomparison exercise 

The intercomparison exercise begins with the announcement at the beginning of August 2004. The 

selection of cases was done up to September 2004. The cases were posted on the IDEAS web page 

at the beginning of October 2004. 

The cases were available for evaluation up to the end of January 2005, so 4 months had been 

available to perform evaluation and to submit results in a dedicated web page. The analyses of 

results were performed during February and March 2005 and the final workshop was held in IAEA 

on April 2005.  

Table 1.1 summarizes results the radionuclides considered in the six cases and the results obtained 

in terms of committed effective doses, E(50) (geometric mean and geometric standard deviation 

values, calculated by excluding outliers). Outliers were identified on the basis of the statistical 

procedure used in a previous exercise (Doerfel 2000). Number of participants and outliers for each 

study case are also reported in the table.  

 

Table 1.1: Statistical evaluations of the E(50) results of the IDEAS/IAEA intercomparison exercise 

(excluding outliers) (76 participants)  

Case number Radionuclide 

E(50) 

Geometric 

mean (mSv) 

E(50) 

Geometric 

standard dev. 

Number of results(a) 

1 3H 25.8 1.06 46 (12) 

2 137Cs 0.66 1.16 52 (6) 

 90Sr 7.22 1.94 48 (10) 

3 60Co 5.0 1.4 56 (6) 

4 131I 2.57 1.07 50 (13) 

5 Enriched Uranium 36.8 2.4 38 (3) 

6 241Am 52 2.1 32 (3) 

 239Pu 140 1.58 31 (5) 

(a) number of outliers in brackets 

 

The results were discussed with the participants during a workshop held by IAEA in April 2005. Of 

the 76 participants who assessed at least one case, 36% provided an answer to all six cases. The 

highest participation (84%) was for the cobalt and iodine cases and the lowest (57%) was for the 

americium part of case 6.  

Even if the direct comparison on the spread of results between the previous 3rd European 

Intercomparison Exercise (Doerfel 2000) and the IDEAS/IAEA Intercomparison Exercise (Hurtgen 

2005) cannot be accomplished, the application of the draft guidelines seems to produce an 

improvement i.e. a reduction of the spread of results, as the geometric standard deviation values 

tend to be smaller. Some 20% of participants used the IDEAS Guidelines correctly and reached 

results that can be considered to be completely accurate.  
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Another important finding of the IDEAS/IAEA intercomparison exercise was the lower occurrence 

of outlying values among those who applied the Guidelines than among those who did not. So it 

can be affirmed that the IDEAS Guidelines have a positive influence on the harmonisation of 

reported intakes and doses.  

However, even very detailed guidelines cannot help if unrealistic assumptions or simple mistakes 

are made. As a final outcome of the intercomparison the authors indicated that more effort should 

be done for the promotion and correct application of such guidelines in the international internal 

dosimetry community, together with dedicated training.  

1.1.3 The 2006 IDEAS Guidelines 

The IDEAS guidelines, updated according to the outcomes of the intercomparison exercise, were 

published as FZKA report in 2006 (Doerfel 2006). 

The general philosophy of the guidelines focuses on the principles of: 

¶ harmonization; any assessors should obtain the same estimate of dose from a given 

data set. 

¶ _aasp_aw9 rfc §`cqr³ cqrgk_rc md bmqc qfmsjb `c m`r_glcb dpmk rfc _t_gj_`jc b_r_, 

¶ proportionality; the effort applied to the evaluation should be proportionate to the 

dose « the lower the dose, the simpler the process should be.  

A level of task to structure the approach of internal dose evaluation was proposed as well as special 

procedures for the different paths of intake. 

The IDEAS 2006 publication describes ICRP biokinetic models (ICRP 1998) and provides advice on 

the handling of bioassay monitoring data for the purpose of dose calculation. A quantification of 

measurement uncertainties by a scattering factor (SF) is proposed as well as statistical tools to 

make judgement on the fit of the model to the data and on the most likely value of intake. A 

standardized procedure for the evaluation of committed effective dose is structured through 

flowcharts along four levels of increasing complexity depending on the expected order of 

magnitude of the dose: 

¶ At level 0, when the measured activity is less than a threshold value determined in advance 

from the biokinetic model, the monitoring period and technique, the annual dose is likely 

to be less than 0.1 mSv and no further dosimetric evaluation is  needed. 

¶ At level 1, for a dose in the order of 0.1 to 1 mSv, a simple evaluation is performed using 

reference ICRP parameters unless specific information is available: inhalation at the middle 

of the monitoring interval, AMAD 1 or 5 µm and absorption type F, M or S. 

¶ At level 2, if the dose may exceed 1 mSv or in case of established incident, it is advised to 

perform several measurements with different techniques and/or at different times. The 

most likely time of intake, AMAD and absorption type are obtained by fitting the prediction 

of the model to the measurement data. 

¶ At level 3, if the dose is estimated to be more than 6 mSv, a more sophisticated evaluation 

is performed by fitting all the model parameters in a specific order until a reasonable 

consistency between model prediction and the measurement data is obtained. 
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1.2 Recent reference documents of interest for internal dose assessment 

1.2.1 The 2007 recommendations of the ICRP on effective dose 

The ICRP Publication 103 of the 2007 Recommendations (ICRP 2008) introduced changes in the 

definition of effective dose leading to an on-going process of revision of the biokinetic model and 

dose coefficients. 

The protection quantities are used to specify exposure limits to ensure that the occurrence of 

stochastic health effects is kept below unacceptable levels and that tissue reactions are avoided. 

The definition of the protection quantities is based on the average absorbed dose, DT,R in the 

volume of a specified organ or tissue T, due to radiation of type R. The radiation R is given by the 

type and energy of radiation either incident on the body or emitted by radionuclides residing 

within it. Computational representations of the Reference Male and Reference Female are used to 

compute the mean absorbed dose, DT, in an organ or tissue T, from decay of radionuclides after 

incorporation. These organ and tissue doses are multiplied with the radiation weighting factor wR 

(Table 1.2) to yield the equivalent doses in the tissues and organs of the Reference Male and the 

Reference Female: 

ä=
R

RTRT DwH ,

 

The sum is performed over all types of radiations involved. The unit of equivalent dose is J kg-1 and 

has the special name sievert (Sv). 

 

Table 1.2 : Reference values for the radiation weighting factors (ICRP, 2008) 

Radiation type Radiation weighting factor, wR 

Photons 1 

Electrons and muons 1 

Protons and charged pions 2 

Alpha particles, fission fragments, heavy ions 20 

Neutrons 

6/)(ln( 2

2.185.2 nE
e
-

+ , for En < 1 MeV 

6/)2(ln( 2

0.170.5 nE
e
-

+ * dmp / KcT ĎEn Ď 3. 
MeV 

6/)04.0(ln( 2

25.35.2 nE
e
-

+ , for En > 50 MeV 

 

The equivalent doses in the organs and tissues of the Reference Male and the Reference Female are 

averaged. The averaged dose is multiplied with the corresponding tissue weighting factor (Table 

1.3). The sum of these products yields the sex-averaged effective dose for the Reference Person. 

The effective dose is thus computed from the equivalent doses assessed for organ or tissue T of the 

Reference Male, 
M

TH , and Reference Female, 
F

TH , according to the following equation: 
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    (1.1) 

The tissue weighting factors of Table 3 are sex- and age-averaged values for all organs and tissues, 

including the male and female breast, testis, and ovary (gonads: carcinogenic and heritable effects). 

This averaging implies that the application of this approach is restricted to the determination of 

effective dose in radiological protection and, in particular, cannot be used for the assessment of 

individual risk.  

Analogous to the approach for other organs and tissues, the equivalent dose to the remainder is 

defined separately for the Reference Male and the Reference Female. The equivalent dose to the 

remainder tissues is computed as the arithmetic mean of the equivalent doses to the tissues listed 

in the footnote to Table 3.  The equivalent doses to the remainder tissues of the Reference Male, 
M

rmdH
, and the Reference Female,

F

rmdH
, are computed as 

ä=
13

13

1

T

M

T

M

rmd HH

  and  
ä=
13

13

1

T

F

T

F

rmd HH

 

 

Table 1.3:  Reference values for tissue weighting factors (ICRP 2008) 

Tissue Tissue weighting factor, wT 

Bone marrow (red), colon, lungs, stomach, breast, remainder 
tissuesa 

0.12 

gonads 0.08 

Bladder, oesophagus, liver, thyroid 0.04 

Bone surface, brain, salivary glands, skin 0.01 

a Adrenals, extra-thoracic region, biliary vesicle, heart, kidney, small intestine, lymphatic nodes, 

muscle, oral mucosa, pancreas, prostate (male), spleen, thymus, uterus (female). 

 

The quantities equivalent dose and effective dose are not measurable in practice. For the 

calculation of dose coefficients from intakes of radionuclides, biokinetic models for radionuclides, 

reference physiological data, and computational phantoms are used. 

ICRP Publication 103 (ICRP 2008) acknowledges that there may be some circumstances in which 

the values of material specific parameters, such as absorption parameters, gastrointestinal uptake 

factors and aerosol parameters may be changed from the reference values in the calculation of 

effective dose. However, as the effective dose applies to a reference person, individual specific 

parameter values should not be changed. Examples of individual specific parameters that should 

not be changed include particle transport parameters of the Human Respiratory Tract model 

(HRTM), transit parameters of Human Alimentary Tract Model (HATM) and systemic biokinetic 

model parameters.  

In the last stages of these Guidelines, which apply to cases with good quality and comprehensive 

data, it may be necessary to alter individual specific parameter values to obtain good fits to 

bioassay data. However, these apply to cases where the assessed dose to the individual is high and 

in such situations risk assessments may be necessary. It is also noted that the cases for which a 
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detailed risk assessment is necessary are in the minority and will require an expert dosimetrist to 

assess them. 

It is emphasised that effective dose is a radiation protection quantity and neither it nor the quantity 

equivalent dose to organs should be used for individual risk assessments or epidemiological 

evaluations. Rather, the absorbed dose should be used with the most appropriate biokinetic 

biological effectiveness and risk factor data (ICRP, 2007). 

Since the publication of reference dose coefficients and bioassay data for the individual monitoring 

for internal exposure of workers (ICRP 1997), the ICRP is updating the models to be used for the 

calculation of new values of these reference quantities. A brief summary is provided in the 

following paragraphs. 

1.2.2 Human Alimentary Tract Model 

The ICRP has published a new age- and sex-dependent Human Alimentary Tract Model (HATM) in 

its publication 100 (ICRP 2006) . The structure of the model is presented in Figure 1.1, while Table 

1.4 presents the transfer rates for the movements of the alimentary tract contents.  

 

 

Figure 1.1: Structure of the HATM .The dashed boxes show connections with the 

other models (ICRP 2006). 

Compared to the old gastrointestinal model of ICRP Publication 30 (ICRP 1979) the most significant 

changes in biokinetics are the addition of the initial compartments of oral cavity and oesophagus 

with mean retention times of only several seconds and the possibility of absorption not only 

directly from the small intestine but from nearly all sites of the tract with potential retention in the 

walls and subsequent recycling into the contents of the tract. The total fractional absorption in the 

alimentary tract is quantified by the parameter fA. 
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Table 1.4 : Transfer rates (d-1) for the movement of alimentary tract contents in the HATM (ICRP 

2006) 

Region Adult male 
Adult 

female 

 
Region 

Adult 

male 

Adult 

female 

Mouth    Stomach   

Solids 5760 5760  Solids 19.2 13.71 

Liquids 43,200 43,200  Caloric liquids 32 24 

Total Diet 7200 7200  Non-caloric  48 48 

    liquids   

Oesophagus (fast)    Total diet 20.57 15.16 

Solids 10,800 10,800     

Liquids 17,280 17,280  Small intestine 6 6 

Total diet 12,343 12,343  Right colon 2 1.5 

    Left colon 2 1.5 

Oesophagus 
(slow) 

  
 

Rectosigmoid 2 1.5 

Solids 1920 1920     

Liquids 2880 2880     

Total diet 2160 2160     

 

1.2.3 Physical data for dose calculation 

The ICRP publication 107 (ICRP  2008b) provides an electronic database of the physical data 

needed in calculations of radionuclide-specific protection. This database supersedes the data of 

ICRP publication 38 (ICRP 1983). The database contains information on the half-lives, decay chains, 

and yields and energies of radiations emitted in nuclear transformations of 1252 radionuclides of 

97 elements. The CD accompanying the publication provides electronic access to complete tables 

of the emitted radiations, as well as the beta and neutron spectra. The database has been 

constructed such that user-developed software can extract the data needed for further calculations 

of a radionuclide of interest. A Windows-based application is provided to display summary 

information on a user-specified radionuclide, as well as the general characterisation of the nuclides 

contained in the database. In addition, the application provides a means by which the user can 

export the emissions of a specified radionuclide for use in subsequent calculations. 

1.2.4 Adult reference computational phantoms 

The evaluation of equivalent doses for the Reference Male and Female and of effective dose for the 

Reference Person is based on the use of anthropomorphic models (phantoms). In the past, the ICRP 

did not specify a particular phantom, and in fact various mathematical phantoms have been used. 

The ICRP now uses reference computational phantoms of the adult Reference Male and adult 

Reference Female for the calculation of equivalent doses for organs and tissues. ICRP publication 

110 (ICRP 2009) describes the development and intended use of the computational phantoms of 
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the Reference Male and Reference Female. The phantoms are based on medical image data of real 

people, yet are consistent with the data given in Publication 89 (ICRP 2002a) on the reference 

anatomical and physiological parameters for both male and female subjects. The reference 

phantoms are constructed after modifying the voxel models of two individuals whose body height 

and mass resembled the reference data. The organ masses of both models were adjusted to the 

ICRP data on the adult Reference Male and Reference Female, without compromising their 

anatomic realism. The numerical data representing the phantoms are contained on an electronic 

data storage medium (CD-ROM) that accompanies the printed publication. 

1.2.5 NCRP wound model 

The United States National Council on Radiation Protection and Measurements (NCRP) developed 

and published a new biokinetic wound model (NCRP 2006, Guilmette 2003) consisting of five 

compartments describing the clearance from the wound site by transport directly into blood or via 

the regional lymph nodes into blood.  

This NCRP model defines seven default wound retention categories which are to be used according 

to the material involved: There are four categories for soluble material (with weak, moderate, 

strong and avid retention at the wound site) and categories for colloids, particles and fragments. 

There are different uptake compartments for soluble material, colloids, particles and fragments and 

for each of these default categories only some of the five wound compartments are used. 

The structure of the model is composed by 5 compartments linked together with a first order 

kinetics (see Figure 1.2). They have been named:  

¶ Soluble,  

¶ Colloidal and Intermediate State (CIS),  

¶ Particles Aggregates and Bound State (PABS),  

¶ Trapped Particles and Aggregates (TPA), and  

¶ Fragment.  

The whole structure of the model is presented in Figure 1.2. 

 

Figure 1.2: General structure of the NCRP wound model  
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These compartments are designed to describe some physical or chemical state of the radionuclide. 

The overall structure of the model is intended to describe in a general way both soluble and 

insoluble materials. For soluble materials, the principal clearance pathway from the wound site is 

via the blood whereas for particulates it is via the lymph nodes (LN).  Further dissolution of 

particulates in LN also results in transfer of nuclides to blood.  The Blood compartment is the 

compartment that links the wound model to the systemic model of each radioelement. The 

behaviour of a radionuclide that reaches the blood is the same as that if it had been injected 

directly into blood in a soluble form.  

The behaviour of a soluble materials in the wound is strongly influenced by aqueous solution 

chemistry, in particular the cjckclr%q tendency to hydrolyze.  This affects its physicochemical  state 

as well as its tendency as a charged molecule to bind locally to tissue molecules (NCRP, 2006). For 

insoluble materials other mechanisms such as phagocytosis, and fibrous tissue encapsulation play 

the major role. Different sub-models (categories) have therefore been suggested in the NCRP 

report in relationship to the chemical and physical status of the material (NCRP, 2006). 

In Table 1.5 the default values for the transfer rates for soluble and insoluble materials are 

presented. 

 

Table 1.5: Default transfer rates of the NCRP wound model. CIS, colloid and intermediate state; 

PABS, particles aggregates and bound state; LN, lymph nodes 

Transfer 

Transfer rate (d-1) 

Weak Moderate  Strong Avid Colloid  Particle Fragment 

Soluble to Blood 45 45 0.67 7.0 0.5 100 - 

Soluble to CIS 20 30 0.6 30 2.5 - - 

CIS to Soluble 2.8 0.4 0.024 0.03 0.025 - - 

CIS to PABS 0.25 0.065 0.01 10 0.05 - - 

CIS to LN 2 ̟10-5 2 ̟10-5 2 x 10-5 2 x 10-5 2 x 10-3 - - 

PABS to Soluble 0.08 0.02 0.0012 0.005 0.0015 2 x 10-4 - 

PABS to LN 2 ̟10-5 2 ̟10-5 2 x 10-5 2 x 10-5 4 x 10-4 3.6 x 10-3 0.004 

PABS to TPA « « - - - 0.04 0.7 

TPA to PABS « « - - - 0.0036 0.0005 

LN to Blood « « - - 0.03 6 x 10-4 0.03 

Fragment to 
Soluble 

« « - - - - - 

Fragment to PABS « « - - - - 0.008 

 

For soluble compounds the chemical behaviour is the most important factor. For these soluble 

categories the general model, as depicted in Figure 1.2, is reduced to 3 compartments and there is 

no transfer from the LN to blood (Figure 1.3). 
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Figure 1.3 : The Soluble model  

The retention in the wound for the four soluble default categories is presented in Figure 1.4. 

 

 

Figure 1.4: Default retention in wound for reference soluble materials. 

The behaviour of particulate radionuclides in wounds has been grouped into three main 

categories; colloid, particle and fragment.  These three categories are based on the physical 

properties of the deposited material and on their retention pattern.  Fragments and particles are 

both solid materials, which may be solid materials contaminated with radionuclides or may be 

essentially pure substances like plutonium, depleted uranium metal or oxides.  However, colloids 

are most commonly formed as hydrolysis products of radioactive metals and also have particulate 

properties. Insoluble particulates can have significant clearance to the lymph nodes whereas 

soluble materials typically do not.   

Wounds can also contain significant masses of material, which may cause inflammatory reactions 

in the wound tissue. As a result biological sequestration and capsule formation may occur, which 
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provides a biological barrier to clearance from the wound site.  This is modelled with the ̂trapped 

particles and aggregates% compartment. 

The Colloid category consists of radionuclides that exist as colloidal material prior to deposition, 

and typically have small fractions of the deposited amount that clear rapidly from the wound site. 

For this category the general model reduces to that presented in Figure 1.5. 

 

 

Figure 1.5 : The Colloid Model 

The Particle category represents material, typically relatively insoluble, whose individual physical 

qgxcq _pc Ď 0. Ñk, Rfgq snncp jgkgr eclcp_jjw `mslbq rfc qgxc md n_prgajcq rf_r a_l `c nf_emawrgqcb 

by tissue macrophages or can be moved to lymphatics via fluid flows to collecting lymph nodes. In 

this case the model reduces to that presented in Figure 1.6. 

 

 

Figure 1.6: The Particle model  

The Fragment category includes large particles and fragments whose size and/or quantity of 

material are sufficient to cause a foreign body tissue reaction, in which fibrous connective tissue 

encapsulates the deposited material, and is thought to retard the physical and chemical movement 

of material from the wound site. The Fragment model is presented in Figure 1.7. 
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Figure 1.7: The fragment model  

The most consistent observation for the retention of these three categories (colloid, particle and 

fragments) is the very long retention of the majority of the deposited material. This long-term 

retention is surmised to be due to the intrinsic insolubility of the forms of materials that have been 

studied, mainly Pu and U, and the foreign-body encapsulation phenomenon, although the latter 

may not be required for long retention.  

For each default retention category, the retention in the wound can be expressed as a sum of up to 

three exponential functions:  

t

i

i
ieatR
l-

Ö=ä)(  

with at t=0 R(t)=1 

The coefficients ai _lb ʅi of these exponential expressions, which give the "exact" solution for each 

default retention category, are given in Table 1.6 (Nosske 2008).  For the calculation of the wound 

retention function of a given radionuclide, the corresponding decay constant has to be considered 

additionally in the exponent. 

 

Table 1.6 : Coefficients ai _lb ʅi (d-1) of the exponential functions describing the wound retention of 

the NCRP wound model. 

Category a1 ʅ1 a2 ʅ 2 a3 ʅ 3 

weak 0.6734 65.89 0.2897 2.16 0.0369 0.077 

moderate 0.5974 75.16 0.3099 0.306 0.0927 0.018 

strong 0.518 1.28 0.261 0.023 0.221 9.60E-04 

avid 0.1888 37.03 0.0007 10 0.8105 9.70E-04 

colloid 0.0966 0.057 0.9048 7.70E-04 -0.0014 3.02 

particle 0.075 0.047 0.925 2.90E-04 - - 

fragment 0.9947 2.84E-06 0.0054 8.00E-03 -0.0001 7.00E-01 
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To combine the NCRP wound model with a systemic model of the element in question, the rate to 

blood from both wound and lymph nodes is required. The retention in the wound and in the lymps 

nodes can be described as a sum of exponential terms as given in Table 1.7. These values are the 

analytical solutions of the model. This can be combined with the systemic model considering a 

delayed chronic intake into the blood compartment.  In other words the retention in wound plus 

lymph nodes, expressed as a sum of exponentials, is required.  This is given in Table 1.7. 

Table 1.7: Coefficients ai _lb ʅi (d-1) of the exponential functions describing the wound plus lymph 

node retention of the NCRP wound model. 

Category a1 ʅ1 a2 ʅ 2 a3 ʅ 3 a4 ʅ 4 

weak 0.6735 65.89 0.2897 2.16 0.0369 0.0771 0.000012 0 

moderate 0.5974 75.16 0.3099 0.306 0.0926 0.018 0.000122 0 

strong 0.518 1.28 0.261 0.0227 0.216 9.59E-04 0.004819 0 

avid 0.1888 37.03 0.00072 10.0 0.7937 9.68E-04 0.01675 0 

colloid -0.00139 3.02 0.0375 0.057 0.0457 0.03 0.9183 0.000771 

particle -2.00E-06 100 0.003031 0.047 -0.75 0.0006 1.7470 0.00029 

fragment 2.90E-06 0.7045 -0.00212 0.03 0.007345 0.008 0.9948 2.84E-06 

 

1.2.6 The ISO 27048 International Standard 

The International Standard on dose assessment for the monitoring of workers for internal radiation 

exposure (ISO, 2011) was developed to improve the reproducibility of dose assessments carried out 

by different Dosimetry Services while ensuring that the level of effort required is proportional to 

the magnitude of the exposure. The IDEAS Guidelines and ISO 27048 both address the topic of 

internal dose assessment, but their aims are different. ISO 27048 specifies the minimum 

requirements for the evaluation of data from the monitoring of workers, and defines standard 

procedures and assumptions for the standardised interpretation of monitoring data in order to 

achieve acceptable levels of reliability for the purpose of demonstrating compliance with 

regulations. To comply with the Standard, dose assessments must follow all those procedures and 

assumptions that are defined as normative. However, Dosimetry Services are not prevented from 

adopting additional procedures or methods, or adopting more limiting dose criteria than are 

presented in the Standard. 

The general approach to standardised dose assessments is similar in ISO 27048 to that adopted in 

the IDEAS Guidelines (Doerfel 2006), although there are some differences, as described below.  A 

major difference is that ISO 7048 does not specify dose assessment methods for cases where the 

annual dose limit could be exceeded, the reason being that a standardised method is considered 

inappropriate for such cases. ISO 27048 indicates that the IDEAS Guidelines provided guidance for 

such cases. 

ISO 27048 addresses:  

a) Procedures for dose assessment;  

b) Assumptions for the selection of dose-critical parameter values;  

c) Criteria for determining the significance of monitoring results;  
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d) Interpretation of workplace airborne monitoring results;  

e) Uncertainties arising from sampling, measurement techniques and working conditions;  

f) Special topics:  

¶ Interpretation of multiple data arising from different measurement methods at different 

times;  

¶ Handling data below the decision threshold;  

¶ Rogue data; 

¶ Calculation of doses to the embryo/foetus and infant;  

g) Reporting / documentation;  

h) Quality assurance.  

 

The procedures described in ISO 27048 for dose assessment based on reference levels for routine 

and special monitoring programmes are briefly described below.  For more details, reference 

should be made to the Standard (ISO, 2011).  

As in the IDEAS Guidelines, ISO 27048 states that no dose evaluation is required if the potential 

intakes in the accounting year would result in an annual dose of less than 0.1 mSv.  This criterion is 

satisfied if the measurement value is below the critical value Mc.  Values of Mc are presented in both 

the guidelines (Section 3.3) and in ISO 27048. 

If comparison with Mc indicates that the potential annual effective dose is greater than 0.1 mSv, 

and a new intake could have occurred, then the measurement may be interpreted by following a 

standard assessment method.  The standard assessment is carried out with the ICRP biokinetic and 

dosimetric models assuming exposure via inhalation.  The time of intake is assumed to be at the 

mid-point of the monitoring interval and ICRP default values for the AMAD and absorption type are 

assumed.  However, where site-specific default values are available and documented, these may be 

used in the assessment.   

There is no need for further evaluation if one of the following criteria is met: 

a If the 97.5% confidence level of the assessed potential annual dose is less than 5% of 

the annual dose limit (e.g. < 1 mSv).  The confidence level is determined by 

considering measurement uncertainties alone. 

b If the annual dose limit could not be potentially exceeded.  The decision whether or 

not the dose limit could be exceeded should be based upon a procedure that 

considers the uncertainty or possible ranges of material specific parameter values as 

well as the uncertainty in the time of intake. ISO 27048 provides the data required by 

this procedure for all radionuclides of interest. Alternatively, the assessed dose may be 

compared to the investigation level as defined in ISO 20553:2006 (ISO 2006) in order to 

decide whether the dose limit could be exceeded.  The investigation level is set at a 

jctcj ufgaf gq lm fgefcp rf_l 1.# md rfc _lls_j bmqc jgkgr &g,c,  Ď 4 kQt', 

c If this analysis indicates that the annual dose limit could potentially be exceeded, then 

case-specific information should be obtained and applied in order to decrease 

uncertainties. The case-specific information may be on: contributions to 

measurements from earlier intakes; the time pattern of intake; values of AMAD 
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differing from the default; absorption types or absorption parameter values differing 

from the default; intake pathways other than inhalation; and results of workplace 

monitoring. A comparison with dose limits similar to that described in (b) is then 

repeated. 

If the analysis indicates that the annual dose limit may still potentially be exceeded, a more 

sophisticated analysis shall be applied by an expert. As noted above, expert assessment is 

considered to be beyond the scope of the Standard.  

1.2.7 Forthcoming ICRP publication on Occupational Intakes of Radionuclides (OIR) 

ICRP is in the process of providing revised dose coefficients for Occupational Intakes of 

Radionuclides (OIR) by inhalation and ingestion. In the revision of the dose coefficient, ICRP has 

taken the opportunity to update its biokinetic and dosimetric models.  ICRP will also provide 

information on absorption to blood following inhalation of different chemical forms of elements.  

One important aspect of this revision is changes to the Human Respiratory Tract Model (HRTM, 

ICRP 1994; 2002b), which take account of data accumulated over the last two decades, although 

the basic features of the model remain unchanged (Bailey, 2009). Inhaled particles containing 

radionuclides deposit in the nose, the bronchial and bronchiolar airways of the lung and the 

alveolar respiratory region, with deposition in the different regions being dependent on particle 

size. Removal from the lungs occurs mainly by dissolution and absorption to blood and the 

competing process of clearance of particles from the lung to the throat followed by their entry into 

the alimentary tract. The proportions absorbed to blood or escalated depend on the solubility of 

the material and on the radioactive half-life of the radionuclide. The ICRP model for the respiratory 

tract is also applicable to vapours and to inhalation of radon and its radioactive progeny.  

For absorption to blood, the main changes are:  

¶ Material specific parameter values for dissolution (fr, sr and ss) in cases where sufficient 

information was available (eg. compounds of U). 

¶ Redefinition of F, M and S absorption default values. 

¶ Revised treatment of gases and vapours. 

For particle clearance the main changes are: 

¶ Realistic nasal particle transport, including transfer from the anterior to the posterior 

region, based on studies using gamma-tagged particles. 

¶ Revised characteristics of particle retention in the bronchial tree. 

¶ Longer retention in the alveolar region of the lung, with a revised model structure, based 

on long term retention data of the lung (Gregoratto 2010) . 

The updated biokinetic models have been made to be physiologically realistic with regard to the 

dynamics of organ retention and excretion so that they are applicable to the interpretation of 

bioassay data as well as the calculation of dose coefficients. 

The modifications to the definition of effective dose, radiation and tissue weighting factors, basic 

radiation physical data, updated biokinetic and dosimetric models will be implemented in the 

forthcoming Occupational Intakes of Radionuclides (OIR) documents to update the dose 

coefficients and reference bioassay functions. 
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The OIR Document will also provide values of effective dose per unit content, in the accompanying 

CD-ROM, of a given bioassay quantity. These values could be used for the simple reference 

evaluation at Level 1 (Section 2.2). 

These guidelines will be still applicable for dose assessment following the publication of OIR 

Document series. However these revised ICRP biokinetic and dosimetric models should be applied 

depending upon national regulations. For example the critical monitoring quantities Mc for routine 

monitoring will need to be re-calculated. Default absorption parameter values (Type F, M and S) or 

specific absorption parameter values for compounds (fr, sr, ss, fb, sb) given in the OIR series should 

also be used.  

1.3 Recent activities within the European networks CONRAD and EURADOS 

1.3.1 Activities within CONRAD 

The Coordination Action CONRAD (Coordinated Network for Radiation Dosimetry) has been 

funded by the European Commission (EC) within the 6th Framework Programme (2005«08) for 

research and training in nuclear energy (Contract No FI6R-012684). The objective of CONRAD was 

to generate a European Network in the field of Radiation Dosimetry, to promote both research 

activities and dissemination of knowledge. 

Work Package 5 within CONRAD Project dealt with the Coordination of Research on Internal 

Dosimetry (Lopez 2008). The research to be coordinated had a general objective to improve the 

reliability in the assessment of exposures resulting from the intake of radionuclides into the body. 

Members coming from 20 institutes from 14 countries participated in WP5, and CIEMAT (Spain) 

chaired the group. 

Some of the tasks performed within CONRAD WP5 dealt with topics of interest for the application 

of the Guidelines: 

Á calculation of values of the Scattering Factors (SF) for different radionuclides and types of 

monitoring data, using real cases selected from IDEAS databases (Marsh, 2007). The 

calculated values were, in general, in agreement with the previous SF values originally 

suggested by IDEAS on the basis of expert's judgement, only SFs for faecal excretion were 

at the lower end of the range suggested by IDEAS; 

Á implementation of the new NCRP wound model (NCRP 2006) « see section 1.2.5. 

Evaluations of wound contamination cases have been done with the application of IDEAS 

guidelines philosophy; 

Á use of a partitioning factor of the activity between skeleton and liver in fitting systemic 

model parameters for actinides; 

Á refinements of methodologies for the determination of an effective AMAD in the case of 

special evaluation; 

Á suggestion of criteria to be applied (number and type of monitoring data) as requirements 

for internal dose assessments; 

Á replacement of former IDEAS web page with the IDEAS/ENEA website 

(www.bologna.enea.it/attivita/ideas.html). The results of the IDEAS/IAEA intercomparison 

exercise on internal dose assessments can be downloaded from this site, as well as other 

important reports and documents related to IDEAS, CONRAD and ICRP activities; 
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Á update of IDEAS internal contamination databases with new cases. IDEAS Bibliography and 

IDEAS Internal Contamination Databases were updated with new inputs. All three IDEAS 

databases are now available to the internal dosimetry community on SCK.CEN website 

(www.sckcen.be/ideas/) (Marsh 2008). 

After completion of the CONRAD project the Work Package on internal dosimetry has been 

transformed into a stable Working Group of EURADOS (WG7; eurados.org). 

1.3.2 The EURADOS IAEA Training Course 

To take care of the need of advanced training in application of IDEAS guidelines, EURADOS WG 7 

(internal dosimetry) promoted jointly with IAEA an advanced training course on internal dose 

assessment. The course was held in Prague (Czech Republic) in February 2009, and was aimed to 

train dosimetrists as well as to disseminate the main outcomes of the research performed during 

the CONRAD project. Theoretical lessons on the application of the IDEAS guidelines were 

performed together with numerous examples and exercises to be explained during the 5 days 

course. 

The course used a dedicated web site to share documents and exercises to participants and to 

collect their results of proposed evaluations.  

?r rfc dgl_j qr_ec md rfc amspqc rfcpc u_q rfc qs`kgqqgml rm n_prgagn_lrq md 2 a_qcq a_jjcb §Cvcpagqcq 

Left to Participants - CJN a_qcq³, Rfgq gq _ iglb md ncasjg_p §glrcpamkn_pgqml cvcpagqc³ ncpdmpkcb _r 

the end of a training course. The participants had to evaluate the 4 cases in a 7 hour period.   

Rfc k_gl pcqsjrq md rfc §glrcpamkn_pgqml³ aan be summarized as follows: half of those who 

addressed the exercise did it correctly, using the IDEAS GLs. Compared to the previous IDEAS/IAEA 

intercomparison (see paragraph 1.1.2 The IDEAS/IAEA intercomparison exercise) the percentage of 

those who performed the evaluation correctly following the guidelines, increased from 20 % to 

50% . 

Also in this case it has been possible to find out errors of different species: trivial (mainly 

transcription errors), conceptual errors and also related to the correct use of data scattering factors 

in routine monitoring. The coherence between models used for m(t) (retention curves) and for 

e(50) (dose coefficients) values was still a source of errors, also for trained personnel. (Castellani 

2010)  

1.4 Revision of the IDEAS Guidelines 

Following the developments occurred after the publication of the 2006 Guidelines, EURADOS WG7 

set up a Task group to update the Guidelines in order to include:  

¶ the work that was undertaken within CONRAD project: New values of SF , refinements of 

the evaluation of effective AMAD and additional information on the minimum number and 

type of data required for dose assessment. 

¶ a special procedure for wound cases, following the publication of the wound model 

¶ procedure for direct dose assessment methods. 

¶ examples for the correct application of the guidelines taken from the recent 

EURADOS/IAEA advanced training course on internal dose assessment.  
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¶ acknowledgment of the ISO standard on dose assessment for monitoring of workers for 

internal radiation exposure.  

¶ acknowledgment of the forthcoming ICRP OIR Documents.  

¶ more detailed description on data fitting.  

¶ additional test statistic for data fitting.  

¶ typical uranium and plutonium isotopic compositions.  

The document will give guidance on:  

¶ General principles to be applied in internal dosimetry, namely: harmonization, accuracy, 

proportionality. 

¶ Detailed information about the handling and evaluation of monitoring data, comprising 

data processing and estimation of uncertainty. 

¶ Detailed procedure to intake estimation with single or multiple datasets. 

¶ Special aspects of data handling: values below the detection limit, influence of 

decorporation therapy, minimum number and type of data required for dose assessment. 

¶ Criteria for rejecting a fit of model predictions to monitoring data. 

¶ A structured approach to dose assessment consisting of a step-by-step procedure 

described in well defined flow charts with accompanying explanatory text. 

There is a chapter giving reference solutions of example cases of contamination (Section 13).  There 

are also Annexes (Section 14) on data fitting, test statistics and on typical values for isotopic 

composition of uranium and plutonium materials encountered in the nuclear industry. 
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2. Overview of the IDEAS guidelines  
The approach here presented is related to the evaluation of the best evaluable intake and related 

committed effective or organ doses. 

Over the recent years a Bayesian approach has become increasingly available also in light of the 

need for assessing the uncertainty related to the evaluated doses. In this case a probability 

distribution instead of a uniosc §`cqr cqrgk_rc t_jsc³ a_l `c npmtgbcb, &c,e, E, Crfcpglerml 0..4, 

Miller 2003). 

The authors acknowledge that the Bayesian approach provides more information about the real 

situation of internal exposure even taking into account the probability of occurrence of rare 

introductions, nevertheless suggest the application of these guidelines based on the three 

principles listed below, for the sake of harmonisation of the assessed doses in the majority of cases 

to evaluate. 

2.1 Principles 

In carrying out the assessment (evaluation) of committed doses from monitoring data following 

intakes of radionuclides, the assessor may well have to make assumptions about factors such as the 

pattern of intake and properties of the material. When more than one measurement is available, 

issues such as the weighting applied to the different data can substantially affect the result. The 

recent intercomparison exercises have shown that wide range in doses can still be obtained from 

the same data set as a result of such factors, and hence the need for guidance on harmonising 

evaluations. 

The procedures proposed in this chapter are based on the following principles: 

Harmonisation: by following the procedures any two assessors should obtain the same estimate of 

dose from a given data set or at least understand why differences have occurred 

?aasp_aw8 rfc §`cqr³ cqrgk_rc md bmqc qfmsjb `c m`r_glcb dpmk rfc _t_gj_`jc b_r_ 

Proportionality: the effort applied to the evaluation should be proportionate to the dose « the 

lower the dose, the simpler the process should be. 

2.1.1 Harmonization 

A well-defined procedure is needed and for this reason the process is defined here primarily by 

means of a series of flow-charts. So far as possible, the structured process has been made widely 

applicable, i.e., it does not assume that the assessor has the use of sophisticated bioassay 

interpretation software. For routine monitoring situations, where typically there is only one 

measurement relating to each intake, it is reasonably straightforward to define a procedure. 

However, in special monitoring situations, where typically there is more than one measurement 

_lb osgrc nmqqg`jw kmpc rf_l mlc rwnc md kc_qspckclr &spglc* d_cacqµ' bgddcpclr mnrgmlq dmp b_r_ 

handling can easily lead to different evaluated doses, even when the same model, parameter 

values and software are used. Another range of options, and opportunities for different evaluated 

doses, arises in situations where it is appropriate to consider changing parameter values from the 

ICRP defaults. Proposals are made here for a systematic approach to dose assessment in all these 

situations. In each case, however, it is important to record all departures from the use of default 

model parameter values. 



C.M. Castellani, J.W. Marsh, C. Hurtgen, E. Blanchardon, P. Berard, A. Giussani. M.A. Lopez 

20 EURADOS Report 2013-04 

2.1.2 Accuracy 

It is recognised that the uncertainties associated with assessed internal dose can be considerable, 

especially for actinides which are difficult to detect in the body and have relatively high dose 

coefficients (Sv Bq-1). If the initial estimate of dose exceeds 1 mSv, it could well be that the 

possibility of a substantially higher dose (eg. 6 mSv) cannot easily be excluded. It is then important 

to make best use of the available information. To do so may well involve changing parameter 

values from their ICRP default values and guidance is therefore needed on which parameter values 

might reasonably be varied according to the circumstances. 

2.1.3 Proportionality 

The effort applied to the evaluation of incorporation monitoring data should broadly correspond 

to the expected level of exposure, and the complexity of the case. On the one hand, if the exposure 

is likely to be very low with respect to the dose limits, simple evaluation procedures with a 

relatively high uncertainty may be applied. On the other hand, if the monitoring values indicate the 

exposure to be close to or even above the dose limits, much more sophisticated evaluation 

procedures will need to be applied. These take account of any case-specific information available, 

so that the uncertainty and bias on the best estimate are as low as reasonably achievable. 

2.2 Levels of task 

The effort needed for the evaluation of monitoring data for internal exposure from intakes of 

radionuclides should correspond to the anticipated level of exposure in the particular facility area 

mp epmsn md umpicpq, ?l §_lls_j bmqc³ a_l `c bcdglcb _q rfc aommitted effective dose from intakes 

of radionuclides that occur during the accounting year. The expected annual dose to workers 

assessed prospectively may be used as a quantitative criterion for planning the scope of the 

procedures needed for individual monitoring and interpretation of monitoring data. The structured 

approach was widely discussed through open consultation on the web during Working Package 4 

of the IDEAS project. It is considered that this approach can be of general value for dose 

assessment purposes and its key features are described below. The structured approach is given in 

terms of levels of task that can be chosen depending upon the circumstances of any exposure.  

With respect to operational radiation protection the following structure od §Jctcjq md R_qi³ gq 

proposed. 

2.2.1 Level 0 (committed effective dose less than 0.1 mSv/a) 

Potential intakes that could result in an annual dose less than 0.1 mSv. No evaluation of dose is 

needed. This would be most likely even if there should be similar intakes in each monitoring 

interval of the year. At this level there is generally no need to evaluate the measured values 

explicitly, and the effective dose can be set to zero in analogy to the rounding of doses in external 

dosimetry. However, the measured value should be recorded with respect to further assessments 

in the future. 

A measured quantity M (retention or daily excretion measurement) can be allocated to Level 0 if it 

gq `cjmu _ egtcl t_jsc bcdglcb _q §apgrga_j kmlgrmpgle os_lrgrw³ Ka, Bcr_gjq _bout Mc are given in 

paragraph 3.3 Determination of Mc values. 
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2.2.2 Level 1 (0.1 mSv/a < committed effective dose < 1 mSv) 

Qgknjc* §pcdcpclac³ ct_js_rgml* ugrf GAPN bcd_sjrq sqcb dmp _jj n_p_kcrcp t_jscq, ?r Jctcj / rfc sqcp 

will be generally concerned with radionuclides that are straightforward to measure, e.g. 

high-energy gamma emitters that can be measured at levels of activity that would correspond to 

small intakes and doses and for which there are unlikely to be real problems of data handling.  

When there is better a priori information available, (e.g. information on the particle size distribution 

for inhalation intakes), the user may wish to perform a more sophisticated evaluation (Level 2). 

2.2.3 Level 2 (1 mSv < committed effective dose < 6 mSv) 

Sophisticated evaluation generally using additional information from the workplace to give a more 

realistic assessment of dose. Level 2 users might be concerned with radionuclides that are difficult 

to measure at levels that would correspond to small doses. Examples are isotopes of uranium, 

thorium, plutonium or 241Am, for routine inhalation intakes. Level 2 might also be used for an 

_aagbclr_j glr_ic, Amkn_pgqmlq umsjb `c k_bc md rfc kmbcj npcbgargmlq &§rfc dgr³' ugrf rfc b_r_* rm 

choose between alternative parameter values, or to find optimum parameter values (a posteriori). 

At this Level, only the parameters related to the material characteristics, and to the time of intake (if 

unknown) should be adjusted. 

2.2.4 Level 3 (committed effective dose ² 6 mSv) 

More sophisticated evaluation performed by an expert user. It applies to cases where there are 

comprehensive data available, as would be the case for exposures near the dose limit and probably 

relating to an accident. The evaluation is an extension of Level 2, also to parameters relating to the 

subject (e.g. for inhalation intakes the HRTM particle transport rates). The fundamental approach at 

rfgq Jctcj gq rm _bhsqr rfc kmbcj n_p_kcrcp t_jscq qwqrck_rga_jjw* gl _ qncagdga mpbcp &§qrcn-by-qrcn³ 

approach), until the goodness of fit is acceptable (i.e. the fits obtained to all the data are not 

rejected by the specified criteria). If any parameter values in the ICRP models are changed from the 

defaults, then these values are recorded and used to calculate committed equivalent and effective 

doses.  Such a procedure may need to be approved by the national regulatory authority. 

 



C.M. Castellani, J.W. Marsh, C. Hurtgen, E. Blanchardon, P. Berard, A. Giussani. M.A. Lopez 

22 EURADOS Report 2013-04 

  



IDEAS Guidelines (Version 2) for the Estimation of Committed Doses from Incorporation Monitoring Data 

EURADOS Report 2013-04 23 

 

3. Monitoring programmes  

3.1 Objective and nature of monitoring programmes  

The general objective of operational monitoring programmes for the internal exposure has been 

indicated in the safety guide IAEA RS-G-1.2 (IAEA 1999). In the same guide a criterion for the 

assessment to undertake individual monitoring of the occupationally exposed persons, has been 

suggested. Types of monitoring are explained, and routine and special monitoring are presented. 

The International Standard ISO 20553 (ISO 2006) provides guidance for the decision whether a 

monitoring program is required and how it should be designed. Its intention is to optimize the 

efforts for such a monitoring program consistent with legal requirements and with the purpose of 

the general radiation protection program. In particular the suggested maximum monitoring 

periods for the different radionuclides with the tolerances for routine monitoring are reported, as 

well as the recommended methods for special monitoring programs after inhalation.  

The purpose of monitoring for internal exposure to radionuclides is to verify and document that 

the worker is protected adequately against radiological risks, and that the protection afforded 

complies with legal requirements. Two types of monitoring of internal exposures of workers can be 

identified: workplace monitoring and individual monitoring. 

Individual monitoring gives information needed to assess the exposure of a single worker by 

measuring individual body activities, excretion rates or activity inhaled (using personal air 

samplers). Workplace monitoring, which includes collective monitoring, provides exposure 

assessments for a group of workers assuming identical working conditions i.e. risks of intake as well 

as all factors influencing the resulting doses. An example of workplace monitoring is the 

measurement of radionuclide concentration(s) in air using static air samplers. In some cases, results 

of workplace monitoring are needed to support individual dose assessments (e.g. air monitoring 

can provide information on the time of an intake). It can indicate the release of radionuclides into 

the working environment and trigger subsequent bioassay measurements. ISO (2006) 

recommends initiating workplace (resp. individual) monitoring if the likely annual committed 

effective dose exceeds 1 mSv (resp. 6 mSv) 

Different categories of individual monitoring exist. Routine monitoring for internal exposure is 

conducted on a fixed schedule to ensure acceptably safe and satisfactory radiological conditions 

for the potentially exposed workers in the workplace. ISO (2006) recommends defining the 

measurement period of routine monitoring so that intakes contributing to a total annual dose of 1 

mSv can reliably be detected and that the maximum potential underestimation shall not exceed a 

factor of three assuming that a single intake occurred in the middle of the monitoring interval. 

Special monitoring programmes are investigative; they are usually based on a suitable 

combination of in vivo measurements and in vitro analyses according to the appropriate biokinetic 

model. Special monitoring may be necessary as a result of a known or a suspected exposure; it is 

most often triggered by a result of a routine bioassay measurement that exceeds some pre-defined 

derived reference levels. It should provide enough data for a precise dose assessment and usually 

benefit from more information on the circumstances of an intake event, especially relating to the 

time between measurement and intake. 
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Other monitoring programmes may be conducted in relation to a particular task, or to determine 

intakes in actual or suspected abnormal conditions. In these circumstances, the time of intake, or 

potential intake, is likely to be known and workplace monitoring programmes may provide some 

information on the physical and chemical nature of any contamination. Confirmatory monitoring 

programmes can be required to check the assumptions about exposure conditions underlying the 

procedures selected, e.g. the effectiveness of protection measures. It may consist of workplace or 

individual monitoring. 

3.2 Decision threshold and detection limit  

A nuclear transition is a random process following Poisson statistics. Furthermore, the counting of a 

radioactive sample is affected by a background resulting from natural radiation or from the activity 

of radionuclides other than the nuclide of interest. This background is commonly assumed also to 

follow Poisson statistics. In case of measurement of a naturally occurring radionuclide, the 

uncertainty on the background measurement result is mostly due to the contribution of the 

alimentary intake (Section 4.1.3). 

The total or measured number of gross counts, NG is the sum of counts induced by background 

radiation, NB and counts induced by the activity of interest contained in the sample (in vitro) or in 

the body (in vivo) (net counting) Nn: 

 

NG = NB + Nn  

 

NB a_l `c bcrcpkglcb `w kc_qspgle rfc `_aiepmslb cddcar amslr p_rc &ʅB) from the background 

radiation in the absence of the activity of interest contained in the sample.  Thus NB = ʅB TS, where 

TS is the duration of the sample (gross) effect measurement.  However, the background is variable 

and fluctuates around its mean value according to a Poisson distribution. Therefore, a measured 

low but positive count Nn may be the consequence of a mere fluctuation of the background rather 

than the presence of an activity of interest. 

To take this into account, a decision threshold (DT) is defined such that if the result of an actual 

measurement quantifying a physical effect (e.g. the presence of a radionuclide in a sample) is 

greater than the DT, then it is decided that the physical effect is present (ISO, 2010a, 2010b).  If the 

measurement result < DT, then the result cannot be attributed to the physical effect, nevertheless 

it cannot be concluded that it is really absent.  The statistical test is designed in such a way that if 

the radionuclide is really absent (i.e. that only a background effect exists), then the probability of 

taking a wrong decision that the nuclide is present is equal to the specific probability ɻ (ISO, 2010).  

For cases where NB is large enough (> about 30) so that the Poisson distribution can be 

approximated by a normal (Gaussian) distribution, the DT (expressed in terms of Bq) can be 

calculated as follows:   

          

(ISO, 2000) 

 

where  

¶ Crn is the normalisation factor converting count rate to activity (Bq per count/s) 
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¶ TB  is the duration of the background effect measurement 

¶ TS  is the duration of the sample (gross) effect measurement 

¶ ʅB is the background effect counting rate equal to the ratio of the background counts, No 

counted during the preselected duration of the background measurement, TB and the duration 

of the background measurement, TB: ʅB = N0 /TB.  

¶ k1-ɻ is the desired 1- ɻ percentile of the normal distribution.  For an ɻ risk of 5 %,  k1-ɻ =1.645. 

Because of the overall variability of the counting, it cannot be concluded that the radionuclide is 

really absent if the measurement result < DT; it can only be stated that the radionuclide was not 

detected by the measurement procedure.  A detection limit (DL) is defined as the smallest true 

value of a measured quantity which ensures a specified probability of being detectable by the 

measurement procedure if the nuclide is actually present (ISO, 2010a, 2010b).    Given that the 

radionuclide is present in the sample or body, the DL shall refer to the smallest true value of the 

measured quantity, for which, by applying the decision rule above, the probability of the wrong 

assumption that the nuclide is absent does not exceed the specified probability, ɼ,  Again, for cases 

where NB is large enough (> about 30) so that the Poisson distribution can be approximated by a 

normal (Gaussian) distribution, the DL (expressed in terms of Bq) can be calculated as follows:   

 

 

           (ISO, 2000)  

 

 

For an error probability of 5% for a _lb dmp ɼ* rfc t_jscq md i1- a and k1- ɼ are 1.645.  Therefore, k1- a + 

k1- ɼ  ; 1,07,  Rwnga_jjw* gd ɼ;a and NG is large enough then DT = ½DL.  The DT and DL are described 

graphically in Figure 3.1. 

The DL allows a decision to be made as to whether a measuring method satisfies certain 

requirements and is consequently suitable for the given purpose of measurement (ISO, 2010).  In 

other words, to check whether a measurement procedure is suitable for measuring the measurand, 

the calculated detection limit shall be compared with a specified guideline value, for instance 

according to specified requirements on sensitivity of the measurement procedure for scientific, 

legal or other reasons. If the calculated detection limit value is smaller than the guideline value, the 

procedure is suitable for the measurements, otherwise it is not.   

The typical DL can be determined a priori for a given radionuclide and measurement procedure 

before the sample measurement takes place.  In contrast, the DL and DT associated with the actual 

measurement are evaluated a posteriori after the measurement has taken place. 

Sometimes the decision threshold is frequently referred to as the critical level, decision level or 

minimum significant activity.  Also the detection limit is sometimes referred to as the minimum 

detectable activity or lower limit of detection. 
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Figure 3.1 Decision threshold (DT) and detection limit (DL).  The probability density 

distribution f(M|Mt) is the conditional distribution of the measurement estimates, M 

given the true value Mt of the measured quantity. 

To summarize, having performed the measurement, the measurement result is compared with the 

DT.  If the measurement result > DT then one decides that the nuclide is present with an activity 

equal to the measured activity.  If the measurement result is less than the DT, then one can say that 

the nuclide or its activity was not detected with the measurement procedure, but it cannot be 

concluded that the nuclide is absent.  In such cases, if any activity is present, it is generally 

indicated as being less than the DL.   

In recent ISO standards (e.g. ISO 11929:2010; ISO 2010a), statistical equations for the, DT, DL and 

measurement uncertainty have been developed based on Bayesian statistics.  The application of 

these procedures to radiobioassay measurements and the subsequent calculations of the 

characteristics limits are reported in the standard ISO 28218:2010 (ISO 2010b).  For example, Annex 

B of ISO 28128:2010 (ISO 2010b) presents four application examples with the detailed calculations 

and analytical equations to be applied for the following bioassay types: Whole body counter 

measurement, Pu determination by alpha spectroscopy, determination of U in urine by means of 

ICP « MS and tritium measurement in urine samples with liquid scintillation counting.  The reader is 

referred to the ISO standards for further clarification and for the application of these procedures to 

practical examples.   

In the following Tables (collected for bioassay types) the typical and the achievable detection limit 

values for different radionuclides and methods of measurements, are reported (Hurtgen 2012).  

The reported values are expected to be consistent with the values to be issued by ICRP in the 

forthcoming OIR documents. It is however recommended that the typical and achievable detection 

limit values that will be given in the ICRP OIR series documents should always be used in 

preference to these values. 

a b 

M DL DT 0 

f(M|M t) 

f(M|M t=0) 

f(M|M t=DL) 
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The reported values have not been derived from equations reported in the recent ISO standards 

(ISO, 2010a, 2010b).  However, they provide a basis for assessing the sensitivity of a detection 

method, developed by a specific laboratory, and for comparing it with the state of the art 

sensitivity, internationally recognized for the type of bioassay measurement under consideration. 

 

Table 3.1 : Detection limit values for urine bioassay. 

Isotope Method of 

measurement 

Typical  Achievable  Units 

H-3 
Liquid scintillation 

counting 
100 10 Bq/L 

C-14 
Liquid scintillation 

counting 
60 5 Bq/L 

P-32 
Liquid scintillation 

counting 
15 0.02 Bq/L 

S-35 
Liquid scintillation 

counting 
15 5 Bq/L 

Co-57 Gamma ray spectrometry 1 0.2 Bq/L 

Co-58 Gamma ray spectrometry 0.4 0.1 Bq/L 

Co-60 Gamma ray spectrometry 0.4 0.1 Bq/L 

Sr-85 Gamma ray spectrometry 5 1 Bq/L 

Sr-89 
Beta proportional 

counting 
1 0.05 Bq/L 

Sr-90 
Beta proportional 

counting 
0.4 0.05 Bq/L 

Sr-90 
Liquid scintillation 

counting 
0.4 0.1 Bq/L 

Zr-95 Gamma ray spectrometry 5 0.1 Bq/L 

Nb-95 Gamma ray spectrometry 4 0.5 Bq/L 

Cs-134 Gamma ray spectrometry 1 0.04 Bq/L 

Cs-137 Gamma ray spectrometry 2 0.1 Bq/L 

Ra-226 Alpha spectrometry 10  mBq/L 

Ra-226 Emanations  method 5  mBq/L 

Ra-226 Proportional counting 4  mBq/L 

Ra-226 
Liquid scintillation 

counting 
3  mBq/L 

Th-228 Alpha spectrometry 1 0.1 mBq/L 

Th-230 Alpha spectrometry 1 0.05 mBq/L 

Th-232 Alpha spectrometry 1 0.05 mBq/L 

Th-232 ICP-MS 0.3 0.06 mBq/L 

U-234 Alpha spectrometry 0.3 0.05 mBq/L 
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U-235 Alpha spectrometry 0.3 0.05 mBq/L 

U-235 ICP-MS 0.001  µg/L 

U-235 ICP-MS 0.08  mBq/L 

U-238 Alpha spectrometry 0.3 0.05 mBq/L 

U-238 ICPMS 0.0015  µg/L 

U-238 ICPMS 0.02  mBq/L 

U-238 Tr-KPA 0.1 0.06 µg/L 

U-238 Fluorimetry 1  µg/L 

Np-237 Alpha spectrometry 1 0.1 mBq/L 

Pu-238 Alpha spectrometry 0.3 0.05 mBq/L 

Pu-239 Alpha spectrometry 0.3 0.05 mBq/L 

Pu-239 
Thermal Ionization Mass 

Spectrometry (TIMS) 
0.01 0.004 mBq/L 

Pu-241 
Liquid scintillation 

counting 

30  (direct 
measureme

nt) 
0.03* Bq/L 

Am-241 Alpha spectrometry 0.3 0.05 mBq/L 

Cm-244 Alpha spectrometry 0.3 0.05 mBq/L 

*  After chemical separation and redissolution of the tray from alpha spectrometry. 

 

 

Table 3.2 : Detection limit values for faeces bioassay.  

Isotope Method of measurement  Typical  Achievable  Units 

Ra-226 Proportional counting 16  mBq/24h 

U-234 Alpha spectrometry 1 0.2 mBq/24h 

U-235 Alpha spectrometry 1 0.2 mBq/24h 

U-238 Alpha spectrometry 2 0.2 mBq/24h 

Th-228 Alpha spectrometry 2 0.2 mBq/24h 

Th-230 Alpha spectrometry 2 0.2 mBq/24h 

Th-232 Alpha spectrometry 2 0.2 mBq/24h 

Np-237 Alpha spectrometry 1 1 mBq/24h 

Pu-238 Alpha spectrometry 2 0.2 mBq/24h 

Pu-239 Alpha spectrometry 2 0.2 mBq/24h 

Am-241 Alpha spectrometry 2 0.5 mBq/24h 

Cm-244 Alpha spectrometry 2 0.5 mBq/24h 
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Table 3.3 : Detection limit values for lung measurements.  

Isotope Method of measurement  Typical  Achievable  Units 

U-235 Gamma ray spectrometry 8 3 Bq 

U-238 Gamma ray spectrometry 50 30 Bq 

Th-228 
Gamma-ray spectrometry 

of Pb-212 
10 8 Bq 

Th-232 
Gamma-ray spectrometry 

of Ac-228 
20 10 Bq 

Np-237 
Gamma-ray spectrometry 

of Pa-233 
25 13 Bq 

Pu-239 
Gamma-ray spectrometry 

of Am-241 
10 4 Bq 

Am-241 Gamma-ray spectrometry 10 4 Bq 

 

 

Table 3.4: Detection limit values for whole body counting by gamma ray spectrometry. 

Isotope Typical  Achievable  Units 

Mn-54 20  Bq 

Co-57 40 30 Bq 

Co-58 40 10 Bq 

Co-60 40 10 Bq 

Se-75 40  Bq 

Sr-85 50 20 Bq 

Zr-95 50 20 Bq 

Nb-95 40 12 Bq 

Ag-110m 20  Bq 

Cs-134 40 10 Bq 

Cs-137 60 15 Bq 

U-235 60 40 Bq 

 

 

Table 3.5: Detection limit values for thyroid counting by gamma ray spectrometry.  

Isotope Typical  Achievable  Units 

I-125 40 10 Bq 

I-131 25 1 Bq 
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3.3 Determination of M c values 

In routine monitoring, an explicit assessment of the dose is required only if the observed bioassay 

measurement exceeds a pre-defined critical monitoring quantity. This critical monitoring quantity 

Mc can be considered as the amount of activity retained or excreted at the end of a monitoring 

period that determines an intake that, if it was repeated for all monitoring periods during the 

accounting year, would result in a value of committed effective dose of 0.1 mSv in a year. In the 

absence of knowledge of the exact time of intake, the adopted assumption is to consider that 

intake took place at the central value of the monitoring period (T/2), according to the indication of 

the ICRP publication 78 (ICRP 1997). A recent confirmation of this methodology is also reported in 

the ISO 20553 standard (ISO 2006). 

To calculate the values of Mc using the values of the monitoring period T the following equation 

can be used.  

 

365)50(

)2/(10 4 T

e

Tm
M c Ö

Ö
=

-

   (3.1) 

 

with 

Mc Critical monitoring quantity for Level 0 (Bq or Bq/d) 

T monitoring interval for the monitoring quantity considered (d)  

m(T/2) corresponding retention or excretion function for the monitoring quantity at time t = T/2 

(Bq per Bq intake or Bq/d per Bq intake). It is assumed that the intake occurs at the mid-point of the 

monitoring interval.  

e(50) Dose coefficient (Sv Bq-1)  

 

Values of the critical monitoring quantity, Mc, as assessed for selected radionuclides by the above 

equation, in case of inhalation of 5 µm AMAD aerosols, are given in Tables from 3.6 to 3.10, in 

relationship to different bioassay types. However these values may need to be updated using the 

revised dose coefficients and bioassay quantities given in the OIR Documents. For other 

radionuclides or monitoring periods, the equation (3.1) can be used to evaluate the specific Mc 

value to be applied.  

The values reported in Tables from 3.6 to 3.10 are numerically equal to those reported in Tables 1 

to 5 of ISO 27048 (ISO 2011).  
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Table 3.6:  Critical monitoring quantities MC for routine monitoring programme corresponding to 

0.1 mSv/y: Urine measurements. 

Radionuclide Absorption type Maximum time 

interval (days) 

Mc (Bq / 24h) 

3H HTO 30 4000 

14C Organic 7 10 

14C Dioxide 180 300 

32P F 30 10 

33P F 30 100 

35S F 7 20 

63Ni M 15 3 

89Sr F 30 10 

89Sr S 30 5E-2 

90Sr F 30 1 

90Sr S 180 3E-3 

226Ra M 180 1E-4 

Uranium (natural) 
exafluoride 

F 90 1E-2 

Uranium (natural) 
peroxide, nitrate, 

ammonium diuranate 
F 30 2E-2 

Uranium (natural) 
tetrafluoride,trioxide 

M 90 3E-3 

Uranium (natural) 
dioxide, octoxide 

S 90 2E-5 

237Np M 180 1E-4 

238Pu S 180 7E-7 

239Pu S 180 1E-6 

239Pu M 180 1E-5 

241Am M 180 3E-5 

244Cm M 180 3E-5 
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Table 3.7: Critical monitoring quantities MC for routine monitoring programme corresponding to 

0.1 mSv/y: Faecal measurements. 

Radionuclide Absorption type Maximum time 

interval (days) 

Mc (Bq / 24h) 

Uranium (natural) 
tetrafluoride, trioxide 

M 180 2E-3 

Uranium (natural) 
dioxide, octoxide 

S 180 9E-4 

228Th S 180 2E-4 

232Th S 180 5E-4 

232Th M 180 2E-4 

237Np M 180 7E-2 

238Pu S 180 5E-4 

239Pu S 180 7E-4 

239Pu M 180 1E-4 

241Am M 180 2E-4 

244Cm M 180 4E-4 

 

Table 3.8: Critical monitoring quantities MC for routine monitoring programme corresponding to 

0.1 mSv/y: Whole body measurements. 

Radionuclide Absorption type 
Maximum time 

interval (days) 
Mc (Bq) 

51Cr F 15 20000 

54Mn M 90 1000 

59Fe M 90 400 

57Co S 180 2000 

58Co S 180 500 

60Co S 180 100 

75Se M 180 4000 

110mAg S 180 200 

137Cs F 180 2000 
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Table 3.9: Critical monitoring quantities MC for routine monitoring programme corresponding to 

0.1 mSv/a: Lung measurements. 

Radionuclide Absorption type Maximum time 

interval (days) 

Mc (Bq) 

235U tetrafluoride, 
trioxide 

M 180 0.6 

235U dioxide, octoxide S 180 0.3 

241Am M 180 0.04 

 

Table 3.10: Critical monitoring quantities MC for routine monitoring programme corresponding to 

0.1 mSv/y: Thyroid measurements. 

Radionuclide Absorption type 
Maximum time 

interval (days) 
Mc (Bq) 

125I F 90 200 

131I F 15 30 

 

As can be seen, MC values are above the detection limit (DL) for the fission and activation products 

whereas they are below the DL for the considered actinides. So in case of the actinides, any 

significant monitoring value is likely to result in an annual dose of more than 0.1 mSv and thus has 

to be evaluated.  In the case of the fission or activation products, however, there might be 

significant monitoring values which result in an annual dose less than 0.1 mSv. 
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4. Handling of Monitoring data  

4.1 Data Collection and Processing Before Use 

4.1.1 Normalisation of an activity measurement 

Some types of measurement data may need processing before use. Examples include: 

¶ Lung. Generally, the combined activity in lungs and thoracic lymph nodes is referred to as 

^jsle% _argtgrw* _lb gr gq rfgq os_lrgrw rf_r gq a_jasj_rcb `w glrcpl_j bmqgkcrpw qmdru_pc, Ufcpc 

estimates of lung and lymph activity are given separately, they shosjb `c qskkcb, §Afcqr³ 

measurements may also include counts from activity in liver and skeleton for radionuclides that 

concentrate in these tissues, and their contributions will be need to be subtracted. 

¶ Faeces. The transit time through the alimentary tract is subject to large inter- (and intra-) 

subject variations. Moreover, while for ease of computation transit through the alimentary tract 

is represented by a series of compartments that clear exponentially, in practice, the movement 

gq kmpc jgic §qjse³ djow. It is therefore unlikely that individual daily faecal clearance 

measurements in the first few days after intake will follow the predicted pattern, and so it is 

best to consider cumulative excretion over the first three days.  The uncertainty associated with 

cumulative excretion in the first three days will be lower compared with that from daily 

excretion especially as the daily faecal excretion over the first three days after intake is likely to 

be correlated.  

¶ Urine and faecal samples collected over periods less than 24 hours should in general be 

normalized to an equivalent 24 hour value. This can be achieved by multiplying by the ratio of 

the reference 24 hour excretion volume or mass to the volume or mass of the sample. The 

reference volumes, for males and females respectively, are: for urine 1.6 L and 1.2 L; and for 

faeces 150 g and 120 g (ICRP 2002a). For urine sampling, another widely used method is to 

normalise to the amount of creatinine excreted per day; 1.7 g and 1.0 g for males and females 

respectively (ICRP 2002a).  

¶ A critical case may arise when the sample, indicated as full 24-hour sample, is less than 500 mL 

for urine or less than 60 g for faeces. In such cases it can reasonably be assumed that it has not 

been collected over a full 24 hour period, and normalization by volume/mass should be 

considered.  

¶ A special case is the monitoring of intakes of tritiated water. In this case the collection of spot 

samples is sufficient because tritium is considered to be uniformly distributed in the body 

fluids. 

4.1.2 Exposure to multiple radionuclides 

In many situations exposure will be to a single radionuclide or a limited number of radionuclides. In 

such situations it should be clear how best to establish an appropriate monitoring programme. For 

some complex mixtures, however, or for some elements with many isotopes with different decay 

properties, care is needed in the development of a monitoring programme. Some examples to 

illustrate the potential for exposure to complex mixtures are given below and in Annex 1 for 

uranium and plutonium. 
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¶ Uranium: Excretion data (especially faecal) may need correction for dietary intakes of 

uranium (Section 4.1.3 Subtraction of the alimentary background). Doses need to be 

calculated for the other isotopes in addition to those measured. In particular, for enriched 

uranium 235U may be measured, while the highest dose comes from 234U. Tables given in 

Annex 1 show the isotopic composition terms of mass or activity for enriched or depleted 

uranium. Note that the composition in terms of mass is completely different from that in 

terms of activity. The isotopic composition for natural uranium and the specific activities of 

the different uranium isotopes are given in Section 14.1  Annex 1 « Isotopic composition of 

natural, enriched and depleted uranium and plutonium materials encountered in the 

nuclear industry. 

¶ Njsrmlgsk _lb _kcpgagsk8 Gd rfc kc_qspckclr gq cvnpcqqcb qgknjw _q §Ns³ &ugrfmsr dsprfcp 

details) assume that the given value actually refers to total Pu alpha-activity (238Pu, 239Pu, 

and 240Pu). If the measurement gq cvnpcqqcb _q §239Ns³ &ugrfmsr dsprfcp bcr_gjq' _qqskc rf_r 

the given values actually represent 239Pu+240Pu, because these two nuclides cannot be 

separated by alpha spectrometry. If 241Pu was not measured, then assume a typical ratio to 

total plutonium alpha activity, for use as default.  For those cases where no specific 

information is available the typical plutonium isotopic ratios given in Annex 1 could be 

used as default.  However, there are widely different chemical characteristics and 

composition of Pu mixtures encountered in the nuclear industry.  Because 241Pu decays into 
241Am with a period of 14.32 y, an increase of 241Am fraction in an incorporated Pu-Am 

mixture may be observed. This contribution of 241Am from decay of 241Pu should be 

accounted for when interpreting 241Am bioassay data (i.e. in-vivo and excretion data). 

4.1.3 Subtraction of the alimentary background 

Radionuclides from the three natural radioactive decay series are present in all environmental 

media, and thus are also contained in foodstuffs, drinking water and in the air, leading to intakes by 

human populations.  

ICRP Publication 23 on Reference Man gives data on the daily intake and losses for different 

elements.  For uranium, daily losses range from 0.05 « 0.5 µg (1.25 « 12.5 mBq) in urine and from 1.4 

« 1.8 µg (35 « 45 mBq) in faeces. For thorium, these losses are 0.1 µg (0.4 mBq) and 2.9 µg (12 mBq) 

in urine and faeces respectively. For radium these losses are 3 mBq in urine and 80 mBq in faeces. 

As can be seen from the tables 4.1 and 4.2, a wide range of activity concentration is observed in 

different world area with exceptionally high value observed for uranium in Finland. (For 

homogeneity and comparison purpose the activity concentration have been calculated from the 

authors data and taking the daily urine excretion as 1.6 L (ICRP, 2002a) and the faecal ashes as 4 g 

per day.)  
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Table 4.1. Background uranium activity concentration in urine.  

234U  (mBq/d ) 238U (mBq/d) Comments Reference 

Mean Range Mean Range 
  

1.41 0.25 - 2.5 1.30 0.17 - 2.6 control subjects US Fisher 1983 

0.89 
 

0.52 
 

dietary study UK Spencer 1990 

  
0.46 

 

non-occupationally exposed volunteers 
US 

Wrenn 1992 

  0.26  normal background environment, IN Dang 1992 

0.23 
0.056 - 

2.7 
0.20 0.051 - 0.94 worker potentially exposed, Mol, BE Hurtgen 2001 

  
8437 20 - 112000 population from Southern Finland Kurttio 2002 

  
3.95 0.23 - 15.2 unexposed subjects, JO Al-Jundi 2004 

0.46 0 - 2.5 0.41 0 - 3.0 Dounreay not exposed to uranium UK Spencer 2007 

  
0.17 

0.037 -  
0.29 

unexposed subjects from South of DE Oeh 2007 

  
0.17 0.032 - 0.44 general population CZ 

Malatova 
2011 

  
0.53 0.19 - 1.26 U worker family CZ 

Malatova 
2011 

Data given in mass have been recalculated and expressed in mBq/d for 238U. The daily urinary 

excretion has been taken as 1.6 L (ICRP2002a). 

 

Table 4.2 Background uranium activity concentration in faeces.  

234U  (mBq/d ) 238U (mBq/d) comments Reference 

Mean Range Mean Range 
  

37 
 

26 
 

dietary study, US Spencer 1990 

  
17.4 5.0 - 27 persons in the Berlin area, DE Naumann 1998 

14 9.2 « 19.2 13.5 8.0 « 18.0 Poços de Caldas,  BR Taddei 2001 

32 7.3 - 225 22 3.8 - 170 worker potentially exposed, BE Hurtgen 2001 

46 
 

47 
 

Buena, BR Juliao 2003 

32 
 

28.5 
 

Rio de Janeiro, BR Juliao 2003 
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Table 4.3  Background thorium activity concentration in urine  

228Th  (mBq/d) 230Th  (mBq/d) 232Th  (mBq/d) Comments Reference 

Mean Range Mean Range Mean Range 
  

    
0.03 

 
urine natural background (DE) 

Dalheimer 
1994 

    
2.1 

 
daily excretion in Buena (BR) Juliao 1998 

0.63 0.19 - 2.6 0.53 0.11 - 3.7 0.23 0.11 - 0.50 worker not exposed to Th, (BE) Hurtgen 2001 

    
0.007 

 
unexposed adult (DE) Roth 2005 

 

 

Table 4.4. Background thorium activity concentration in faeces.  

228Th  (mBq/d) 230Th  (mBq/d) 232Th  (mBq/d) Comments Reference 

Mean Range Mean Range Mean Range 
  

    
12 

 
faeces natural background (DE) 

Dalheimer 
1994 

23 11 - 39 9.8 1.7 - 16 5.4 1.6 - 12 persons in the Berlin area (DE) 
Naumann 

1998 

    
30 5.6 - 104 daily excretion in Buena (BR) Juliao 1998 

35 5.8 - 161 7.7 1.87 - 31 3.4 0.97 - 22 worker not exposed to Th (BE) Hurtgen 2001 

290 218 - 442 12.4 7.5 - 17.5 7.4 4.5 - 12.0 Poços de Caldas (BR) Taddei 2001 

947 
   

26 
 

inhabitants of Buena (BR) Juliao 2003 

60 
   

10 
 

inhabitants of Rio de Janeiro(BR) 
 

  
4.1 1.0 - 34 

  
general population (DE) Schäfer 2006 
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Table 4.5. Background radium activity concentration in urine and faeces.  

Urine Excretion Faecal excretion 
  

226Ra (mBq/d) 226Ra (mBq/d) Comments Reference 

Mean Range Mean Range 
  

0.6 0.22 - 1.22 29 20 - 43 male patient (US) Spence 1973 

  
65 38 - 121 persons in the Berlin area (DE) Naumann 1998 

3.8 0.47 - 18.5 109 36 - 240 non exposed worker (BE) Hurtgen 2001 

  
581 

 
inhabitants of Buena (BR) Juliao 2003 

  
71 

 
inhabitants of Rio de Janeiro (BR) Juliao 2003 

9.9 0.6 - 29 66 6 - 212 general population (DE) Schäfer 2004 

8.1 2.0 -  75 21 2 - 442 general population (DE) Schäfer 2006 

 

A knowledge of the natural background activity found in the bioassay is absolutely necessary if 

occupational intake has to be assessed. So, blank bioassay sample should be obtained prior to the 

effective work in potentially contaminating area. This is to be able to distinguish between natural 

or non-occupational intake and occupational intake. 

These blank bioassay samples can be obtained from the worker before or at the beginning of their 

employment, from non-occupationally exposed workers or from the population living in the area, 

including some members of the worker's family. Alternatively during the intake assessment, and to 

take care of the natural radioactivity contained in the foodstuff and drinking water, a chronic 

ingestion intake can be assumed during the all period of occupational exposure. 
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Table 4.6. Background polonium activity concentration in urine and faeces.  

Urine excretion Faecal excretion 
  

210Po (mBq/d) 210Po (mBq/d) Comments Reference 

Mean Range Mean Range 
  

0.41 
   

non smoker Radford 1964 

2.4 
   

smoker Radford 1964 

2.2 0.26 - 9.3 
  

adult hospital patient Taylor 1964 

13.6 
   

- Hölgye 1969 

5 3.3 - 9.1 
  

- De Boeck 1971 

1.4 
   

pooled sample Bale 1975 

25 7.1 - 62 
  

non-smokers Okabayashi 1975 

66 33 - 118 
  

smokers Okabayashi 1975 

14.0 7.4 - 27 236 63 - 938 one individual non smokers Okabayashi 1975 

9.3 1.85 - 18.9 64 48 -  73 adult males Spencer 1977 

1.78 
   

- Helmkamp 1979 

41 
   

non uranium mine worker Okabayashi 1982 

26 
   

local control individuals (mining area) Fenzi 1986 

12.4 
   

Milan area (IT)  Fenzi 1986 

5.2 
   

non-smokers Azeredo 1991 

9.9 
   

smokers Azeredo 1991 

8.3 4.6 - 11 
  

non-smokers Santos 1994 

15.7 11 - 24 
  

smokers Santos 1994 

8.5 6.4 - 10.4 
  

farmers Santos 1995 

6 2(LD) - 9.9 
  

persons in the Berlin area (DE) Naumann 1998 

12 2 - 35 45 16 - 85 14 caucasians volunteers Thomas 2001 

5.2 
   

non-smokers Lipsztein 2003 

9.9 
   

smokers Lipsztein 2003 

  
514 240 - 890 alimentary tract study (5 volunteers) Hunt 2004 

9.4 2.4 - 16 
  

non-smokers Al-Arifi 2006 

14.2 5.3 - 25 
  

smokers Al-Arifi 2006 

13.0 3.5 - 31 
  

shiha smokers  Al-Arifi 2006 

3.5 1.0 to 248* 
  

general population Schäfer 2006 

56 16 - 172 239 32 - 936 alimentary tract study (7 volunteers) Hunt 2007 

* Maximum value taking into account the workers. 
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4.2 Assessment of uncertainty on data 

The uncertainties on the data are of great importance for the evaluation for several reasons: 

¶ They enable an objective decision to be made on whether a measured value is due to a new 

intake, or due to previous intakes that already have been evaluated. 

¶ They enable an objective decision to be made on whether a measured value is consistent with 

previous evaluations, or if it indicates the previous evaluations to be wrong. 

¶ They can have a strong influence on all evaluations using weighted fitting procedures (i.e. 

where there is more than one data point). 

¶ They enable rogue data to be identified objectively. 

¶ They enable objective (statistical) criteria (goodness-of-fit) to be calculated, which are used to 

determine whether the predictions of the biokinetic model (with a given set of parameter 

values) used to assess the intake and dose are inconsistent with the data. 

¶ They enable statistics to be calculated, such as the chi-squared (c2), which can be used to 

compare the fits to the data of different models/parameter values.  

Uncertainties in measurements of activity in the body or in biological samples have been discussed 

in IAEA publications (IAEA 1996, 2000). There are no standard procedures for indirect or direct 

bioassay measurements, although some examples of bioassay methods are given in these 

publications and elsewhere. The choice of the procedure, detector or facility will depend on the 

specific needs such as the nuclides of interest, detection limits (DL), and budget. All procedures 

used to quantify the activity of a radionuclide are sources of random and systematic errors. 

Uncertainties in measurements typically are due mainly to counting statistics, validity of the 

calibration procedures, possible contamination of the source or the measurement system, and 

random fluctuations in background. 

In estimating the overall uncertainty in a measurement, it may be necessary to take each source of 

uncertainty and treat it separately to obtain the contribution from that source. Each of the separate 

contributions to uncertainty is referred to as an uncertainty component.  

The components of uncertainty in a quantity may be divided into two main categories referred to 

as Type A and Type B uncertainties. ISO's Guide to the Expression of Uncertainty in Measurement 

(BIPM et al., 2010) discriminates between the Type A evaluation of uncertainty - that based on 

statistical means - and the Type B evaluation of uncertainty - that based on non-statistical means. 

However, as noted in a publication of the UK National Physical Laboratory (Cox and Harris, 2004), it 

is sometimes more useful to make a distinction between effects that can be regarded as random, 

and those that can be regarded as systematic. Cox and Harris note that the subdivision into Type A 

and Type B evaluations of uncertainty will correspond in some instances to random and systematic 

effects, respectively, but not in all circumstances. 

In the case of a measurement of activity in the body or in a biological sample, Type A uncertainties 

are taken to arise only from counting statistics, which can be described by the Poisson distribution 

and Type B components are due to all other sources of uncertainty. 

Examples of Type B components for in vitro measurements include the quantification of the 

sample volume or weight; errors in dilution and pipetting; evaporation of solution in storage; 

stability and activity of standards used for calibration; similarity of chemical yield between tracer 

and radioelement of interest; blank corrections; background radionuclide excretion contributions 
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and fluctuations; electronic stability; spectroscopy resolution and peak overlap; contamination of 

sample and impurities; source positioning for counting; density and shape variation from 

calibration model and assumptions about homogeneity in calibration (Skrable et al, 1994). These 

uncertainties apply to the measurement of activity in the sample. With excretion measurements, 

rfc _argtgrw gl rfc q_knjc gq sqcb rm npmtgbc _l cqrgk_rc md rfc qs`hcar%q _tcp_ec cvapcrgml p_re over 

24 hours for comparison with the model predictions. If the samples are collected over periods less 

than 24 hours then they should be normalised to an equivalent 24 hour value. This introduces 

additional sources of Type B uncertainty: the uncertainty in the collection period, which depends 

on the sampling procedures and the techniques used to calculate the collect period, and the 

uncertainty relating to biological (inter-and intra-subject) variability.  This uncertainty may well be 

greater than the uncertainty in the measured sample activity. 

In vivo measurements can be performed in different geometries (whole body measurements, and 

organ or site specific measurement such as measurement over the lung, thyroid, skull, or liver, or 

over a wound). Each type of geometry needs specialized detector systems and calibration 

methods. The IAEA (1996) and the ICRU (2003) have published reviews of direct bioassay methods 

that include discussions of sensitivity and accuracy of the measurements. 

Examples of Type B components for in vivo monitoring include counting geometry errors; 

positioning of the individual in relation to the detector and movement of the person during 

counting; chest wall thickness determination; differences between phantom and individual or 

organ being measured, including geometric characteristics, density, distribution of the 

radionuclide within the body and organ and linear attenuation coefficient; interference from 

radioactive material deposits in adjacent body regions; spectroscopy resolution and peak overlap; 

electronic stability; interference from other radionuclides; variation in background radiation; 

activity of the standard radionuclide used for calibration; surface external contamination of the 

person; interference from natural radioactive elements present in the body; and calibration source 

uncertainties (IAEA,1996, Skrable et al, 1994). 

  

For partial body measurements it is generally difficult to interpret the result in terms of activity in a 

specific organ because radiation from other regions of the body may be detected. Interpretation of 

such measurements may require assumptions concerning the biokinetics of the radionuclide and 

any radioactive progeny produced in vivo. An illustration using 241Am is given in the IAEA Safety 

Report on Direct Methods for Measuring Radionuclides in the Human Body (IAEA 1996). A 

fundamental assumption made in calibrating a lung measurement system is that the deposition of 

radioactivity in the lung is homogeneous, but depositions rarely follow this pattern.  

Measurement errors associated with counting statistics (Type A uncertainties) decrease with 

increasing activity or with increasing counting time, whereas the Type B components of 

measurement uncertainty may be largely independent of the activity or the counting time. 

Therefore, when activity levels are low and close to the detection limit the total uncertainty is often 

dominated by the Type A component (i.e. by counting statistics).  For radionuclides that are easily 

detected and present in sufficient quantity, the total uncertainty is often dominated by the Type B 

components (i.e. by uncertainties other than counting statistics). 

In these Guidelines, for simplicity, it is assumed that the overall uncertainty on an individual 

monitoring value can be described in terms of a log-normal distribution and the scattering factor 

(SF) is defined as its geometric standard deviation.  This approximation is reasonable when Type A 
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uncertainties are relative small.  However, in cases where the counts are low (i.e. Type A errors are 

large), Miller et al. (2002) considers that the exact likelihood function  they describe should be used.  

This function, which gives the probability distribution of measurements given an intake, describes 

uncertainties due to counting statistics (Type A errors) with a Poisson distribution whereas all other 

uncertainties (Type B) are described by a single log-normal distribution.   

Table 4.7 lists typical values for the various components of uncertainty of in vivo measurements 

(Doerfel 2006). The uncertainty is given in terms of the scattering factors (SF) assuming that the 

distributions of the measurements can be described by a log-normal distribution. For example, the 

SF due to counting statistics is given as SFA = 1.07 for high photon energy counting. This means 

that the scattering of the measured values due to counting statistics would result in 68% of the 

values to be in the range between x50/1.07 and x50*1.07, where x50 is the median of all measured 

values.   

Based on the experience gained in the IDEAS project (Castellani 2004), as well as on the grounds of 

simplicity and practicality, the following general approach for the calculation of the total 

uncertainty may be applied: 
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    (4.1) 

 

with SF total scattering factor 

 SFi scattering factor due to component i 

 

When applying this approach on the SF values given in Table 4.7, the values in Table 4.8 are derived 

for the total scattering factors.  However, it is noted that Miller, 2007 considers the assumption that 

the overall uncertainty on an individual monitoring value can be described in terms of a log-normal 

distribution is reasonable if the ratio ln(SFA) : ln(SFB) is less than one-third.   

 

The SF values suggested in Tables 4.7 and 4.8 for  in vivo measurements are applicable to chest and 

total body in-vivo measurements.  It is noted that specialised in-vivo measurements such as knee 

and head measurements to determine skeleton activity, may have larger uncertainties compared 

with chest and total body activity measurements. 
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Table 4.7  Typical values for the components of log-normal uncertainty for in vivo measurements of 

radionuclides emitting low, intermediate and high photon energy radiation. 

Source of uncertainty (Type) Scattering factor SF 

 

Low photon 

energy 

E < 20 keV 

Intermediate 

photon energy  

20 keV < E < 100 keV 

High photon 

energy 

E > 100 keV 

Counting statistics (A) 1.5 1.3 1.07 

Variation of detector positioning 
(B) 

1.2 1.05 < 1.05 

Variation of background signal (B) 1.5 1.1 < 1.05 

Variation in body dimensions (B) 1.5 1.12 1.07 

Variation of overlaying structures 
(B) 

1.3 1.15 1.12 

Variation of activity distribution (B) 1.3 1.05 < 1.05 

Calibration (B) 1.05 1.05 1.05 

Spectrum evaluation(a) (B) 1.15 1.05 1.03 

(a) HPGe  detector spectra  

 

 

Table 4.8:  Typical values for the total type A and type B log-normal uncertainty for in vivo 

measurements of radionuclides emitting low, intermediate and high photon energy radiation 

Uncertainty type Scattering factor SF 

 

Low photon 

energy  

E < 20 keV 

Intermediate photon 

energy 

20 keV < E < 100 keV 

High photon 

energy 

E > 100 keV 

Total type A 1.5 1.3 1.07 

Total type B 2.06 1.25 1.15 

Total 2.3 1.4 1.2 

 

Specific treatments, like measurement of the actinides activity in the skull or knee, needs careful 

estimation of the SFB. General estimations of the SF does not have robustness, because particular 

value depends strongly on the measurement geometry and detection system property. Therefore, 

an appropriate uncertainty analysis is required. Crude estimation for simple two detector geometry 

facing temporal bones based on general assumptions was published by Malátová and Foltánová 

(Malátová 2000). Detailed analyses for the same geometry based on the best available data and 

Monte Carlo calibration was published by Vrba (Vrba 2010). The overall uncertainty was estimated 

with two methods: the first method combined uncertainties as described in the present report and 

the second method applied Monte Carlo sampling.  Based on these publications, suggested values 

of type B uncertainties for the assessment of 241Am activity in the skull are given in Table 4.9. 
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Table 4.9. Suggested values of uncertainties (type B) for the assessment of 241Am activity in the 

skull. 

Source of uncertainty  SFB 

calibration phantom 1.06 

detector positions 1.13 

skull size dependence 1.24 

activity distribution  1.11* 

spectra analyses 1.08 

Total 1.33 

* Possible source distribution difference between calibration phantom and measured subject  

 

Whole skeleton activity is required in biokinetic models, therefore uncertainty of the skull to 

skeleton ratio, which is about SFB =1.16, will contribute too. Thus the overall SFB uncertainty of 
241Am skeleton activity based on skull measurement can be evaluated as  SFB=1.38. 

The measured activity, M and its Type A uncertainty, sA are given in terms of measured quantities 

by: 
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Where, NG is the number of measured counts, NB is the number of measured background counts, RB 

is the ratio of background count time to sample count time RB=TB/TS, and Crn is the normalisation 

factor converting count rate to activity (Bq per counts/s). 

Note that NG  can be calculated by rearranging equation 3.2, and knowing M, Crn, TS, NB and RB.  

Therefore, the Type A uncertainty, sA can be determined from equation 3.2 given M, Crn, TS, NB and 

RB.   

The SF for Type A uncertainties is given by: 
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The SF for Type B uncertainties is given by:  
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Where  is the uncertainty on the normalisation factor.    
rnCs
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Typical values for Type B scattering factors for in-vitro measurements are given in Table 4.10. In 

practice, routine urinary excretion data from plutonium workers is often found to have a log-

normal distribution with a SF ranging from 1.3 to about 2.4 (Moss et al, 1969; Riddell et al, 1994, 

Miller et al 2007 and Marsh et al, 2007, 2008)). However, Moss et al. (1969), showed that when the 

sampling method and analytical procedures are carefully controlled for true 24-h urine samples, 

over 5 days, then the SF is significantly less (1.1). This is in agreement with the SF values calculated 

from data obtained from a volunteer experiment where sampling procedures were carefully 

controlled (Marsh et al. 2007).  This shows that for routine urinary excretion data the uncertainty 

associated with the unknown collection period is the main source of uncertainty.   

Scattering factors have been evaluated from urine monitoring data where urine samples were 

averaged (Marsh et al.,2007).  Scattering factors of 1.7, 1.7 and 1.4 were calculated from three 

uranium inhalation cases where the urine data mainly consisted of an average of 2 to 6 urine 

samples. 

For intakes of tritiated water (HTO), the activity concentration in urine is used and not the 24-h 

excretion rate. As a result SFB is lower (1.1). 

Marsh et al. 2007 calculated SF values for faecal monitoring using real data contained in the IDEAS 

Internal Contamination Database (Hurtgen et al. 2007).  Ten cases involving intakes of plutonium 

and americium were assessed and the SF values ranged from 1.9 to 3.5 for the individual cases.  

Combining these cases gave an overall SF of 2.7.  Bull (2005) determined SF values between 2 and 3 

for systemic faecal from volunteer data, which is in agreement with the values calculated by Marsh 

et al. 2007. The scattering factors estimated from the 24-h faecal excretion data of Juliao et al. 2007 

for 234U are also consistent with these values.  . 

 

Table 4.10  Typical values for the scattering factor SF for various types of in-vitro measurements 

from different studies (Type B errors). Ranges are given in parentheses. 

Quantity Scattering factor SFB 

True 24-hr urine 1.1(a) 

Activity concentration of 3H (HTO) in urine 1.1(b) 

Simulated 24-hr urine, creatinine, volume or 
specific gravity normalised. 

1.6(b)  (1.3(c) - 1.8(d)) 

Spot urine sample (e) 2.0(a) 

Faecal 24-hr sample 3 (2 - 4)(b) 

Faecal 72-hr sample 2 (1.5 « 2.2)(f) 

(a) Value given by Moss et al, 1969 based on plutonium in urine measurements of workers at 

Los Alamos. 

(b) Value based on judgement and on values calculated by Marsh et al. (2007, 2008). 

(c) At Los Alamos, Type B uncertainties, in terms of the coefficient of variation, for urine 

samples normalised using volume and specific gravity have been found to be 30% (i.e. a 

SF of 1.3). 
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(d) Value given by Riddell et al, 1994 based on plutonium in urine measurements of Sellafield 

workers.  Because sampling procedures and measurements techniques have improve over 

the years, recent measurements are likely to have a SF less than 1.8.  

(e) A spot urine sample is a single void which is used to estimate a 24-h urine sample by 

normalisation. 

(f) The SF values for 72-hr faecal samples were calculated from the SF values for 24-hr faecal 

samples. 

 

Hurtgen (2003) calculated Type A uncertainties for urine and faecal measurements by alpha 

spectrometry for actinides as a function of activity assuming optimum analytical conditions.  For 

rfc pc_bcpq% amltclgclac* rfc dgespc egtgle rfc pcj_rgtc slacpr_glrw _q _ dslargml md _argtgrw gl spglc 

and faeces using optimum analytical conditions is reproduced here (Figure 4.1).  The graph 

represents mainly Type A uncertainties at least for activities less than 100 mBq. 

 

 

Figure 4.1 Relative uncertainty (%) as a function of sample activity (mBq per 24 h) in 

urine and faeces using optimum analytical conditions (Hurtgen and Cossonnet, 

2003). 

For cases with comprehensive high quality data, it may be possible to determine the SF value using 

the approach described by (Marsh 2007).  In this approach the trend of the data is determined by 

fitting a sum of exponential terms to the data assuming the errors are log-normally distributed.  

The SF is then determined by calculating the geometric standard deviation of the data around the 

trend.  

  



C.M. Castellani, J.W. Marsh, C. Hurtgen, E. Blanchardon, P. Berard, A. Giussani. M.A. Lopez 

48 EURADOS Report 2013-04 

  



IDEAS Guidelines (Version 2) for the Estimation of Committed Doses from Incorporation Monitoring Data 

EURADOS Report 2013-04 49 

5. Processing of measurement data  

5.1 Introduction  

Direct and indirect measurements provide information about the amounts of radionuclides 

present in the body, in parts of the body including specific body organs or tissues, or in biological 

samples. The ICRP biokinetic models which describe body and organ contents, and activity in 

excreta, as a function of time following intake, are used for this purpose. These models are used to 

calculate values of the measured quantities for unit intake, m(t), at a time t after the intake. These 

functions will be published in terms of tables and figures in the OIR Publication series. For the time 

being the values are reported in ICRP Publication 78 (ICRP 1997) and in IAEA Safety Reports Series 

37 (IAEA 2004). Once the intake is estimated, the committed effective dose is then computed from 

the product of the intake and the appropriate dose coefficient. Alternatively, measurements of 

activity in the body can be used to estimate dose rates directly, if a sufficient number of 

measurements are available to determine retention functions.  This direct dose assessment 

approach can be used for intakes of tritiated water, as described in Section 12 (IAEA, 2004, Hurtgen 

et al. 2005, IAEA, 2007). 

When only a single bioassay datum is available, a point estimate of the intake is made. If multiple 

measurements are available, a best estimate of intake may be obtained by applying a statistical 

fitting method. 

5.2 Single measurements, acute intakes 

Special monitoring 

For special or task-related monitoring when the time of intake is known, the intake can be 

estimated from the measured results comparing them with the corresponding predicted values of 

the retention or excretion functions (m(t) values) at time t after intake. If only a single measurement 

is made, the intake, I, can be determined from the measured quantity, M, by:  

 

()tm

M
I =

  (5.1)  

 

Care must be taken to ensure that the measurement result, M, and m(t) are comparable; for 

example, in the case of urinalysis, the bioassay result must be expressed as the total activity in a 24-

hour urine sample at the end of collection (not at analysis). 

The intake can be multiplied by the appropriate dose coefficient to give the committed effective 

dose; this can then be compared with the dose limit or any pre-determined investigation level 

based on dose. If the measurement indicates that an investigation level has been exceeded, further 

investigation is required. 

 

Routine monitoring 

For routine monitoring, it might be necessary to estimate an intake from a measurement made at 

the end of a monitoring interval. When the time of intake is not known and cannot be estimated 
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from workplace analysis and/or workers interviews, it should be assumed that the intake occurred 

at the mid-point of the monitoring interval of T days. For a given measured quantity, M, obtained at 

the end of the monitoring interval, the intake is: 

( )2/Tm

M
I =

           (5.2) 

where m(T/2) is the predicted value of the measured quantity for a unit intake assumed to occur at 

the mid-point of the monitoring interval.  

An intake in a preceding monitoring interval may influence the actual measurement result 

obtained. For a series of measurements in a routine monitoring programme, the following 

procedure may be followed: 

¶ Determine the magnitude of the intake in the first monitoring interval. 

¶ Predict the contribution to each of the subsequent measurements from this intake.  

¶ Subtract the corresponding contributions from all subsequent data.  

¶ Repeat above for the next monitoring interval. 

Both the ISO 27048 standard (ISO 2011)  and these guidelines (Section 7.3) suggest taking account 

of the measurement uncertainty (i.e. the SF value) in determining whether a measured value is due 

to a new intake, or due to previous intakes that already have been evaluated. 

The dose from the intake in the monitoring interval is obtained by multiplying the intake by the 

appropriate dose coefficient. The dose can be compared with the pro-rata fraction of the dose 

limit. Alternatively, the dose or intake can be compared with predetermined investigation levels.  

However, if a measured value in a routine monitoring programme exceeds a pre-determined 

investigation level (or dose level), special monitoring is started so that the intake and the dose can 

be assessed more accurately (Section 7.5). 

5.3 Multiple measurements  

Usually, a special monitoring program consists of results for different measurements performed at 

different times, and even from different monitoring techniques, e.g. direct and indirect 

measurements.  

To determine the best estimate of a single intake, when the time of intake is known, it is first 

necessary to calculate the predicted values, m(ti), for unit intake of the measured quantities. It is 

then required to determine the best estimate of the intake, I, such that the product I m(ti) §`cqr dgrq³ 

the measurement data (ti, Mi). In cases where multiple types of bioassay data sets are available, it is 

recommended to assess the intake and dose by fitting predicted values to the different types of 

measurement data simultaneously. For example, if urine and faecal data sets are available then, the 

intake is assessed by fitting predicted values to both data sets simultaneously.  

Numerous statistical methods for data fitting are available (IAEA, 2004). The two methods that are 

most widely applicable are the maximum likelihood method and the Bayesian approach.  Other 

methods, such as the least squares method and the geometric mean of the point estimates can be 

justified on the basis of the maximum likelihood method for certain assumptions on the error 

associated with the data. For example, the least square method can be derived from the maximum 

likelihood method if it is assumed that the uncertainty on the data can be characterised by a 
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normal distribution.  The assumed distribution (e.g. normal or lognormal) can have a dramatic 

influence on the assessed intake and dose if the model is a poor fit to the data.  However, as the fit 

of the model to the data improves, the influence of the data uncertainties on the assessed intake 

and dose reduces (Marsh et al. 2007).  

The following section gives simple equations for estimating the intake from multiple bioassay data 

based on the maximum likelihood method assuming the uncertainty on the data can be 

characterised by a lognormal distribution with a given SF.  A detailed description of the derivation 

of these equations is given in Annex 2. 

 

Maximum likelihood method 

The likelihood function is the probability density function of observing the measurement data 

egtcl rfc glr_ic _lb kmbcj n_p_kcrcp t_jscq, Rfc §`cqr dgr³ t_jsc md rfc glr_ic* I is the intake for 

which the likelihood function is a maximum. Assuming the probability distribution of 

measurements can be approximated by a log-normal distribution with a given SF (Section 4.2), the 

best estimate of intake is given by the following equation. 
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Where, the point estimate, Ii is the intake calculated from the ith measurement and is given by: 
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So ln(I) is a weighted average of ln(Ii), the log of the individual intake estimates calculated from a 

single bioassay measurement Mi, using as weight the inverse of the square of the log of the 

scattering factor of the same measurement.  

Generally, the scattering factor is dominated by Type B uncertainties (i.e. uncertainties other than 

counting errors, such as calibration errors or errors related to sampling procedures as for excretion 

data), thus the SF can be assumed to be constant, i.e. the same for each measurement (within the 

same type of monitoring data). Therefore, the best estimate of intake is given by the following 

equation. 
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So in this case, the best estimate of the intake, I is simply the geometric mean of the point 

estimates, Ii. 

n

n
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=

      (5.4) 

In such a case, the best estimate turns out to be independent of the SF value. 
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Consider cases where data sets from different monitoring techniques are available, and where the 

scattering factor is different for each data point.  For example, if nu urine and nf faecal data are 

available and the scattering factors for the urine and faecal data are SFu,i and SFf,j  respectively, then 

equation (5.3) becomes: 

 

 

 

    (5.5) 

 

where Ii refers to the individual intake estimates from the urine data and Ij refers to the individual 

intake estimates from the faecal data. Also in this case, if the scattering factor is dominated by Type 

B uncertainties, the SF value can be considered to be the same for all the measurements of a 

certain bioassay type, e.g. for urine data, SFu,i ſ SFu for all i =1,..,nu data. 

If this holds also for the faecal data (i.e , SFf,i ſ SFf for all i =1,..,nf data), then equation (5.5) becomes:  
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Or, in a simpler way ,  
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   (5.6) 

5.4 Extended Exposures 

One of the factors that influence the interpretation of bioassay results is the temporal variation of 

the intakes of radioactive material. The pattern of intake, although often poorly characterized, is an 

important factor in the correct interpretation of measurements and thus for dose assessment. In 

general, the amount of activity present in the body and the amount excreted daily depend on the 

length of time the individual has been exposed. Consequently, the correct interpretation of 

bioassay measurements requires information on the complete exposure history of the worker to 

the particular radionuclide of interest. The bioassay result obtained, e.g. the amount present in the 

body, in body organs, or in excreta, will reflect the superposition of all the previous intakes, 

whether isolated or persistent.  

Any previous intakes that influence the actual measurement result need to be taken into account. 

It is proposed to calculate the net value of the activity of the radionuclide, Ni by subtracting the 

contributions from previous intakes, Pi from the measurement value (i.e. Ni = Mi - Pi). For simplicity, 
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ignoring the uncertainty in Pi, equation 5.3 can be applied to determine the best estimate of intake 

but with: 

)t(m

N
I

i

i
i =

     (5.7) 

In applying equation 5.3 to such cases, it is assumed that the net values of the activity are log-

normally distributed with a given SF (Section 4.2). It is acknowledged that the actual distribution of 

the net values is not lognormal because subtracting a value (Pi) from log-normally distributed 

values (Mi) does not result in another lognormal distribution.  

An alternative approach is to fit the previous intakes as well as the intake of interest to all the data 

simultaneously using the maximum likelihood method. However, this requires appropriate 

software tools to do this. 

 

Constant chronic exposures 

When exposure is known to extend for several days, perhaps as a result of an undetected incident, 

bioassay results may be interpreted as containing an independenr amlrpg`srgml dpmk c_af b_w%q 

intake.  For example, consider the case where a subject has been exposed at a constant chronic 

rate of intake over a period of T days (i.e. from 0 to T days) and a measurement is carried out at a 

time t i after the start of the chronic period. The calculated value of the measured quantity for unit 

intake arising from an intake rate of 1/T Bq d-1 over a period of T days is approximated by: 

                                       or                                        (5.8)  

 

Again equation 5.3 can be applied to determine the best estimate of the total intake, I but with: 
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Equation 5.8 only gives approximate values for mchr(t) and is not very accurate if m(t) varies a great 

deal over the period of summation.  In such cases appropriate software tools are required to 

improve the accuracy of the numerical integration over the exposure period. 

 

Chronic and intermittent exposures 

In routine monitoring of workers, especially for long-lived radionuclides, it is highly desirable to 

produce a scheme in which the workers' realistic exposure (e.g., a weekly cycle) is considered.  The 

schedule of work may differ for individual workers and modifications should be introduced as 
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necessary.  The use of an input function that represents the worker's routine intake permits the 

interpretation of bioassay results according to the day of the week on which samples are taken.  In 

this way the short-term components associated with lung clearance will be better accounted for, 

since the early clearance component(s) of excretion may introduce a significant difference before 

and after an interruption in exposure, e.g., the weekend. The interpretation of this data requires, in 

most cases, appropriate software tools and is beyond the scope of this report. 

For long-lived radionuclides, chronic exposures will eventually produce an equilibrium value of 

activity in the body.  Equilibrium values for selected radionuclides have been provided by ICRP 

Publication 78 (ICRP 1997). 

For cases where the exposure is protracted the assumption of a constant chronic intake may be 

applied by default when the actual schedule of exposure is unknown (intermittent exposures, non 

constant chronic intake). Assuming a constant chronic as opposed to chronic exposures during 

only working days makes little differences to the assessed dose for long lived radionuclides.  
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6. Special aspec ts of data handling  

6.1 Identification of rogue data  

A systematic basis to identify outliers and criteria to exclude them are needed. Outliers above and 

below the trend of the other data have different significance. A point above the trend might 

indicate another intake and should be investigated; this may mean taking further measurements 

and/or looking at the workplace conditions. A point below is more likely to result from a 

transcription or measurement error or from fluctuation of individual metabolism.  

The problem of deciding how to identify outliers is not straightforward. Ideally, outliers should be 

identified before fitting model predictions to the data.  If not, then the assessor faces a dilemma 

when the model does not fit the data: should the model parameters be varied to obtain a fit, or 

should the data that does not fit be rejected. So ideally, the trend of the data should be obtained 

first by, for example, fitting a sum of exponentials to the data and then using a statistical test to 

reject the data (Marsh, et al. 2007). In practice, it is realised that this procedure could be time 

consuming, and many assessors will rely on judgement when deciding to reject certain data. 

Specifically, care must be taken in excluding data, particularly if a group of data at early or late 

times does not appear to be predicted by the model, then model parameters should be varied in 

preference to excluding data.  

Dmp kc_qspckclr b_r_ qsqncarcb md `cgle §pmesc³ _ afcai qfmsjb `c k_bc ml ufcrfcp glajsqgml 

or exclusion significantly affects the intake and dose. If it does not, there is no point in expending 

effort on justifying excluding it: it should be included. If it does have an effect, then a statistical test 

should be carried out to determine if it is an outlier.  If it is an outlier then it should be excluded. 

To identify outliers the following statistical test is proposed. A measurement value M(t) is an outlier 

if it is more than a factor of SF3 _u_w dpmk rfc rpclb md rfc mrfcp b_r_, Gl mrfcp umpbq §rfc rpclb 

t_jsc³ at time t is calculated on the base of a fit of the other data and compared with the suspected 

outlier.  

If the data set is significantly reduced after excluding outliers, then further measurements may be 

required for dose assessment. 

6.2 Handling data below detection limit  

There may be cases where data sets consist of positive values (i.e. values above a decision 

threshold, DT) and values reported as being below a detection limit (DL). Such data sets are defined 

as being censored where the number of data values below a DL is known.  The definition of the 

detection limit and the associated decision threshold is given in ISO standards (ISO 2010, ISO 

2010b) and Section 3.2.  However, it is recommended to keep records of the original counting 

statistic and associated information for all data including results below the DT.  Such information 

includes background and sample count rates, duration of the background and sample 

measurements, calibration factors (Bq per count rate) and assessed uncertainty of estimated 

activity.  All original data may be used in the dose assessment taking account of the uncertainty 

associated with each measurement result. The substitution of the original data by an expression 

§jcqq rf_l rfc bcrcargml jgkgr³ gq lmr pcamkkclbcb,   

If some of the data are reported as being below the DL and only the DL value is recorded then the 

maximum likelihood method can be applied to obtain the best estimate of intake (Annex 2).  In 
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cases, where the uncertainty is dominated by Type B errors, the likelihood function can be 

described by a lognormal distribution (Section 5.3 and Annex 2). For these cases, it can be shown 

that for censored data sets the maximum likelihood method leads to an unbiased estimate of the 

intake if the measurement uncertainty is known (Marsh 2002).   

If the application of the maximum likelihood method is not possible because of the lack of 

available software, then several other simplifying assumptions are possible.  Common approaches 

are rm rpc_r c_af §`cjmu BJ³ t_jsc _q _ nmqgrgte value equal to the DL value, equal to DL/2 or equal 

to DT/2. The first approach will clearly lead to an overestimate of the intake, but there is no simple 

method to quantify the degree of overestimation. The approach to replace the unknown values 

with DT/2 is recommended here, in the interest of harmonisation with the ISO standard [ISO 

27048:2010(E)]. However it is acknowledged that this method has no strong foundation in 

mathematics. 

6.3 Criteria for rejecting a fit  

In assessing intakes and doses, the underlying starting assumptions are that:  

¶ the structure of the biokinetic model is a realistic representation of the physical and biological 

processes, and 

¶ the model parameter values are correct. 

Estimates of bioassay quantities will be unbiased only if these conditions are met. These 

assumptions are analogous to the null hypothesis in classical statistics. In cases where the model 

predictions are inconsistent with the data (i.e. fits are inadequate), and measurement data have 

been checked to be accurate and unbiased, this indicates that either the model parameter values, 

or the structure of the model is incorrect. The classical statistical approach is to reject the model 

and to repeat the assessment with different model parameter values or with a new model structure 

so that the predictions are not inconsistent with the data. Before the model structure itself can be 

rejected, it is necessary to first consider changes to the model parameter values. In these guidelines 

only changes to the parameter values are considered, not to the model structure. 

It is important to remember that it is not possible to prove that the null hypothesis is true. Test 

statistics are used to indicate that the null hypothesis is false. The criteria for rejecting the null 

hypothesis, (i.e. stating the fit is inadequate), needs to be defined before the assessment is carried 

out. 

? kc_qspc md rfc §Emmblcqq md dgr³ &EMD' _lb rfc apgrcpg_ dmp bcagbgle rf_r rfc dgr gq emmb clmsef 

are rfcpcdmpc apgrga_j gqqscq, Rfcpc k_w `c amldjgar `cruccl §f_pkmlgq_rgml³ _lb §_aasp_aw³, Rfc 

number of available data could play an important role in rejecting or accepting the fit.  Generally 

the better the data (quality and quantity) the more likely it is that a statistical test will show that the 

data are inconsistent with the model. If the data are poor it is more likely that the model will fit « in 

the extreme case of a single measurement any model will fit. It is therefore important that there 

should be sufficient data available for assessment of a significant dose, and the higher the dose, the 

better the data should be. Proposals are therefore made for the minimum amounts of data that 

umsjb `c _aacnr_`jc &§qsddgagclr³* qcc Qcargml 6.5 ) 

A comprehensive discussion of all the possible statistics that can be used to quantify whether a fit 

is inadequate is beyond the scope of this document. The chi-squared test statistic, c0
2, is adopted 

here as part of the criteria for rejecting fit. 
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If it is assumed that each measurement, Mi, is taken from a lognormal distribution with a scattering 

factor of SFi then for n measurements, c0
2 is defined as: 
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   (6.1) 

 

The product I m(ti) is the predicted value and Ri are the (normalised) residuals. Under certain 

assumptions, it can be demonstrated that c0
2 is distributed according to a chi-squared distribution. 

The above formulae do not apply to data that are reported as below the detection limit (<DL).  For 

left censored data sets (i.e. data with < DL measurements), it is proposed to use the above formula 

dmp b_r_ _`mtc rfc BJ,  Fmuctcp* gd kmqr md rfc ^nmqgrgtc% b_r_ &g,c, b_r_ _`mtc rfc BR' f_tc t_jscq 

which are not very much greater than the DL, then the calculated chi-squared statistic may not be 

valid. 

When fitting predicted values to different types of data simultaneously, the overall ʏ0
2 is equal to 

the sum of the calculated ʏ0
2 values for each data set. 

If the predictions are inconsistent with the data, then the calculated value of ʏ0
2 is inconsistent with 

the theoretical chi-squared (ʏ2) distribution for the specific number of degrees of freedom. The 

actual number of degrees of freedom when varying l parameters for a linear model is n-l, and the 

expected value of ʏ2 is equal to the number of degrees of freedom (i.e. n-l). 

If the intake I is the only parameter to be adjusted, then l=1 and the number of degrees of freedom 

is n-1.  If some of the other model parameters also need to be modified, then l is greater than one. 

However, the biokinetic models used in internal dosimetry are not linear with respect to most of 

their parameters, other than the intake, and therefore the chi-squared statistic with n-l degrees of 

freedom might not be valid anymore especial for small datasets. 

For cases where there is comprehensive data so that n>>l, it is proposed to assume n-1 degrees of 

freedom for each step of the procedure given in the flow charts (Sections 8-10). If the fit is rejected 

assuming n-1 degrees of freedom, then the fit would also be rejected if the actual number of 

degrees of freedom is less. 

The probability of observing a larger c2 value than c0
2 for (n-1) degrees of freedom is given by the 

p-value, which can be obtained from Statistical Tables. Annex 4 indicates the way to perform a 

hand evaluation of the p-value.  The p-value is the fraction of the theoretical c2 distribution that lies 

above the calculated c0
2 value. So if the p-value is very small, the calculated c0

2 value is very much 

larger than expected and therefore it can be concluded that the predictions are likely to be 

inconsistent with the data and the assumed uncertainties. 

It is proposed that the fits to the data are judged to be inadequate (fit rejected) if:  

¶ the probability that c2 is greater than c0
2 is 5% or less (i.e. if p-value < 0.05).  in other words the 

fit is inadequate at the 5% level of significance, or if 

¶ the fit displayed graphically looks unreasonable by eye.  
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The c2 test uses the assumed uncertainties SFi. If the assumed uncertainties are overestimated then 

c0
2 is too small and a bad fit is accepted. The converse is also true; if the assumed uncertainties are 

underestimated then c0
2 is too large and a good fit is rejected. This is one of the reasons why it is 

important to assess realistic uncertainties. 

It is also acknowledged that whether or not the fit displayed graphically looks unreasonable by eye 

is a subjective judgement. Generally, however, a fit would be considered unreasonable if all, or a 

long series, of data were systematically underestimated or overestimated.  

This can be quantified objectively by examining the serial correlation in the residuals (Draper, 

1981). The auto-correlation coefficient statistic (Puncher, et al. 2007, Chatfield 2004) or the Durbin-

Watson statistic (Durbin and Watson, 1970) are possible statistics and, compared to the c2 test 

statistic, have the advantage of being relatively insensitive to the magnitude of the assumed 

measurement uncertainties. Annex 3 discusses the auto-correlation coefficient statistic and 

describes how it can be applied to test whether or not a fit is inadequate. 

6.4 Influence of decorporation therapy  

Chelating agents such as DTPA, and some other types of complexing agent, can be effective in 

increasing the rate of elimination of radionuclides from the body. Generally, it should be assumed 

that urinary and faecal excretion data for actinides and lanthanides are affected by DTPA 

treatment. If this is the case then systemic organ retention will also be affected. Excretion rates may 

well be influenced for weeks or months after cessation of treatment.  

The analysis of DTPA treatments at CEA and AREVA from 1970 to 2003 (Grappin 2006, Grappin 

2007) led to the conclusion that, following a first DTPA treatment, the full efficacy of a next DTPA 

injection on urinary excretion of plutonium was usually restored after 20 days, indicating that the 

remaining action of DTPA on urinary excretion lasts for about 20 days. Thus excretion data 

obtained in the first 20 days after treatment has ceased should be disregarded for the purpose of 

dose assessment. 

An alternative approach is to use a model for the urinary excretion of the chelated actinide that has 

been modified to compensate for the enhanced excretion (Hall et al. 1978, La Bone, 1994; Bailey et 

al. 2002). This is preferable, when an early assessment is required, because it makes more use of the 

available information. It is difficult however to give any specific advice or formulation as the 

treatment of any excretion data will depend upon the circumstances of the exposure and the need 

and timescale required for the dose assessment. 

6.5 Number and type of data required for assessment of dose 

The reliability of the dose assessment depends on the number and type of the monitoring data. 

Thus, there are minimum requirements for the type and number of monitoring data, depending on 

the involved radionuclide and the evaluated dose range. The greater the evaluated dose the 

greater the number of data is required.   

The previous version of the IDEAS Guidelines suggested the minimum number and type of 

monitoring data required for dose assessment for some selected radionuclides. During the 

CONRAD project the evaluation was extended to different categories of radionuclides, and the 

results are summarized in Table 6.1. It should always be borne in mind that the table is presented 

to illustrate the point that more measurements should be taken the greater the dose estimate.  
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Table 6.1 Minimum number and type of data required for assessment of dose for some categories 

of radionuclides. 

 

Category of radionuclide 
Type of 

monitoring 

Number of required monitoring data 

D < 1 mSv 

 (minimum 

requirement) 

1 mSv < D 

< 6 mSva 
D > 6 mSvb 

?jj rwnc md ɻ-emitters 
ugrf qgelgdga_lr ɽ-
component 

(235U, 241Am etc.) 

 

Urine - 2 3 

Faeces 1 2 3 

Whole body, 
critical organ 
or wound site, 
respectively. 

- 2 4 

?jj rwnc md ɻ-emitters 
ugrfmsr qgelgdga_lr ɽ-
component 

(210Po, 239Pu, etc.) 

Urine - 3 5 

Faeces 1 3 5 

?jj rwnc md ɼ-emitters 
ugrf qgelgdga_lr ɽ-
component 

(60Co, 131I, 137Cs, etc.) 

Whole body, 
critical organ 
or wound site, 
respectively. 

1 2 4 

Urine - 2 4 

F-rwnc ɼ-emitters 
ugrfmsr qgelgdga_lr ɽ-
component 

(3H, 14C, etc.) 

Urine 1 4 8 

M/S-rwnc ɼ-emitters 
ugrfmsr qgelgdga_lr ɽ-
component 

(90Sr, etc.) 

Urine 1 2 4 

Faeces - 2 4 

Pure ɽ-emitters 

(123I, etc.) 

Whole body or 
critical organ 

1 2 4 

Urine - 2 4 

a) The monitoring data should cover a time range of 30 d; if the effective half-life is less than 

30 d, the monitoring data should cover a time range corresponding to the effective half-life. 

b) The monitoring data should cover a time range of 60 d; if the effective half-life is less than 

30 d, the monitoring data should cover a time range corresponding to twice the effective half-life. 

 

Based upon the information given in Table 6.1, the minimum number and type of monitoring data 

required for dose assessment for some selected radionuclides are given in Table 6.2. 
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Ideally the measurements should be distributed appropriately over the relevant time range given 

in Table 6.1. It is important to remark that the period of time indicated in this table and in the Table 

6.2 does not correspond to the period of routine monitoring (e.g. that proposed by the publication 

ISO 20553). 

 

Table 6.2  Minimum number and type of data required for assessment of dose for some selected 

radionuclides and the respective monitoring procedures. 

  

Radionuclide 
Type of 

monitoring 

Required  monitoring  data 

        D < 1 mSv  1 mSv < D < 6 mSv          D > 6 mSv 

Number 

Time 

range 

(days) 

 Number 

Time 

range 

(days) 

 Number 

Time 

range 

(days) 

H-3 Urine 1 -  4 10  8 20 

Co-60 
Whole 
body 

1 -  2 30  4 60 

 Urine - -  2 30  4 60 

Sr-90 Urine 1 -  2 10  4 20 

 Faeces - -  2 10  4 20 

I-131 Thyroid 1 -  2 7  4 14 

 Urine - -  2 7  4 14 

Cs-137 
Whole 
body 

1 -  2 30  4 60 

 Urine - -  2 30  4 60 

U-235 Urine - -  2 30  3 60 

 Faeces 1 -  2 30  3 60 

 Lungs - -  2 30  4 60 

Pu-239 Urine - -  3 30  5 60 

 Faeces 1 -  3 30  5 60 

Am-241 Urine - -  2 30  3 60 

 Faeces 1 -  2 30  3 60 

 Lungs - -  2 30  4 60 

 Skeleton a - -  1 -  2 60 

a These measurements are desirable if facilities are available. 
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6.6 Evaluation of in -growth of 241Am from 241Pu  

 

Plutonium-241, with a radioactive half-life of 14.33  y (5.23 103 d), decays into 241Am (Figure 6.1).  

Americium-241 has a radioactive half-life of 432.6  y (1.58 105 d) .   

 

 

 

 

 

Figure 6.1 Decay of 241Pu to 241Am 

 

To interpret 241Am bioassay data following exposure to a mixture of plutonium and americium 

nuclides, the in-growth of 241Am from 241Pu should be considered.  However, the in-growth of 241Am 

at early times following intake is negligible but more significant at late times.  

Considering radioactive decay, the activity of 241Am due to in-growth from 241Pu is given by: 
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  (6.2) 

Where, 

lPu is the radioactive decay constant for 241Pu 

lAm is the radioactive decay constant for 241Am, and 

0

PuA is the initial activiy of 241Pu. 

To illustrate how equation (6.2) can be used to take account of in-growth of 241Am from 241Pu, 

consider the case where a worker is exposed to an acute intake of a mixture of 241Am and 

plutonium isotopes.  The initial activity ratio of 241Pu:241Am at the time of intake is rPu:Am.    

If the predicted bioassay quantity per unit intake of 241Am, is mAm(t) neglecting in-growth, then the 

total activity of 241Am (including in-growth) for unit intake is: 

 

    (6.3)  

 

Where AI is given by equation (6.2) but with 
0

PuA = rPu:Am. 

 

The value of gives the calculated bioassay quantity of stable americium per unit 

intake. 
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The above equation (6.3) assumes that the biokinetics of 241Pu is the same as 241Am when taking 

account of in-growth.  This assumption is made for simplification. Substituting equation 6.2 into 

equation 6.3 gives: 
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   (6.4) 

 

The expression in squared parenthesis, can be consider as the multiplying factor in which the 

predicted bioassay quantity of 241Am increases due to in-growth from 241Pu following acute intake 

at t ; .,  Rfgq ^in-growth factor% gq njmrrcb _q _ dslargml md rgkc dmp rfc a_qc ufcpc rfc initial activity 

ratio of 241Pu:241Am ,  (rPu:Am ) is 111 (Figure 6.1).  This ratio is typical of spent commercial fuel at 5 

years after chemical separation (Table 14.10 of Annex 1).  As can be seen from Figure 6.1 the in-

growth factor is less than 1.1 at times before 200 d but greater than 1.3 for times later than 650 

days (1.8 years).  The value of the in-growth factor depends on the value of rPu:Am as well as the time, 

t after intake. 

 

 

Figure 6.1.  The multiplying factor in which the predicted bioassay quantity of 241Am 

increases due to in-growth from 241Pu following an acute exposure to a mixture of 
241Am and plutonium isotopes.  In this example, an initial activity ratio of 241Pu: 241Am 

= 111 was assumed.  

The intake of the initial amount of 241Am can be then assessed from the measured 241Am bioassay 

data by fitting the predicted bioassay quantities, )(tmtot

Am  to the data, as described in Section 5. The 

intake of the Pu isotopes can be calculated from the initial activity ratios of the Pu and Am mixture 

and the intake of 241Am.  
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7. Structured approach  

7.1 Introduction  

In the following Sections a structured approach to the assessment (evaluation) of internal doses 

dpmk kmlgrmpgle b_r_ gq bcqapg`cb, Gr amlqgqrq md _ qcpgcq md §Qr_ecq³* `pm_bjw amppcqnmlbgle rm rfc 

Levels of task given above. Each Stage consists of a serieq md §Qrcnq³* _lb gq npcqclrcb 

diagrammatically in a flow chart, with a brief explanation of each step in the text.  Detailed 

descriptions of some aspects of the evaluation process are given in Chapters 4 and 5. Consideration 

is also given to the quantity and quality of monitoring data needed for the assessment of doses 

greater than 1 or 6 mSv. 

7.2 All exposures (stage 1) 

In the first stage a check is made whether the measurement corresponds to Level 0, where it is 

expected that the annual dose (committed effective dose from intakes of radionuclides that occur 

in the accounting year) is likely to be below 0.1 mSv, even if there were similar intakes in each and 

every monitoring interval during the year, or to higher levels. At Level 0 there is no need to 

evaluate the intake or dose from the measured values explicitly. The effective dose can be reported 

as zero, by analogy with the rounding of doses in external dosimetry. However, the measured value 

should be recorded, because it may provide information useful for further assessments in the 

future.  

 

Stage 

1

1.1

Identify monitoring value M

1.2

M < Mc

1.2.1

Level 0:

No evaluation needed
End

Stage 

2

yes

no

1.3

Above Level 0:

Evaluation needed

 

Figure 7.1: Stage 1. Check of need for evaluation. 
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Step 1.1: Identify monitoring value (M) and duration of monitoring interval (T). Some treatment of 

the data may be required before an evaluation can be made. In particular consideration should be 

given to the presence of other radionuclides, as well as that measured (the indicator nuclide), 

which may add significantly to the dose, or even exceed that from the radionuclide measured. In 

case of mixtures the radioisotope which is supposed to provide the greatest contribution to dose 

should be monitored.  

Step 1.2: Compare measurement with critical monitoring quantity Mc. If M < Mc then the annual 

dose is probably less than 0.1 mSv, even if there were similar intakes in each and every monitoring 

interval during the year. The evaluation stops and the measured value M is recorded together with 

all relevant information (radionuclide, activity, type of measurement, type of monitoring etc). Note 

that measurements of actinides are typically above Mc and so there is no need to compare those 

measurements explicitly with the corresponding critical monitoring quantity. 

Step 1.3: Exposure above Level 0. Since M > Mc the annual dose could be more than 0.1 mSv. Go to 

Stage 2 to check on the statistical significance of the measurement. 

7.3 All exposures above Level 0: Check on significance of new measurement and 

consistency with previous evaluation ( stage 2) 

Stage 2 refers to cases where it is expected that the annual dose from the intake is likely to be 

above 0.1 mSv. At this level the intake or dose from the measured values should be calculated 

explicitly. Before starting the assessment of intake and dose, however, it is recommended to plot 

the data and to do some simple hand calculations in order to understand the case (Step 2.0). In 

addition, the statistical significance of the measured value M should be estimated. This includes the 

assessment of uncertainty on M (Step 2.1) as well as the calculation of the contributions from 

previous intakes to M (Step 2.2) in order to decide whether M is: 

¶ due to a new intake, or 

¶ due to a previous intake, or  

¶ if it is in contradiction to previous assessments (Steps 2.3 « 2.7). 

Step 2.0: Understanding the case. Plot the data (including those from previous measurements if 

available) and do some simple hand calculations. Evaluate the order of magnitude of the intake 

and the committed effective dose. 

Step 2.1: Assessment of the uncertainty on M. Realistic estimates of the overall uncertainty on each 

b_r_ nmglr _pc pcosgpcb, Fcpc rfcw _pc cvnpcqqcb _q _ rmr_j §qa_rrcpgle d_armp³ &QD' &qcc fmu rm 

assess uncertainty on data considering measurement uncertainty and all other uncertainty 

evaluated with SFB « see paragraph 4.2). 

Step 2.2: Calculation of the contributions P from previous intakes. The contributions (P) from all 

previous intakes of the radionuclide considered are calculated, taking into account all pathways of 

intake, and all intakes of mixtures where the radionuclide was involved. 

( )ä -Ö=

previousall

i

ii ttmIP  

where Ii are the values of intakes evaluated at previous times ti , and t is the time of measurement 

M.   



IDEAS Guidelines (Version 2) for the Estimation of Committed Doses from Incorporation Monitoring Data 

EURADOS Report 2013-04 65 

Step 2.3: New intake confirmed. If M / SF2 > P then assume a new intake has occurred. Calculate the 

net value (N = M « P) of the radionuclide by subtracting P from the measured value M and go to 

Stage 3, in order to perform the standard evaluation at Level 1. Using this criterion there is only a 

2.5% probability of a false positive (i.e. assuming a new intake when actually an intake has not 

occurred). 

Step 2.4: New intake not confirmed. If M/SF2 < P < M*SF2 then the measured value M is consistent 

with the intakes assessed previously, and there is no evidence of a new intake. The evaluation stops 

and the measured value M is recorded together with all relevant information (radionuclide, activity, 

type of measurement, type of monitoring etc). 
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Figure 7.2: Stage 2. Check on significance of new measurement and consistency with 

previous evaluations. 

Step 2.5: Discrepancy with the previous evaluations. If P > M*SF2 then there is a discrepancy with 

the previous assessments. The reason for the discrepancy could be (i) the measured value M is not 

reliable and/or (ii) the previous assessments are wrong. For example, an intake occurring near the 

end of the previous monitoring interval is likely to have been overestimated based on an assumed 

intake at the mid-point.  
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Step 2.6: Check on the reliability of M. For whole body counting possibilities for errors include: 

external contamination, mismatching of calibration and actual activity distribution (i.e. lung activity 

calculated with whole body efficiency, or lung activity calculated in the presence of residual GI tract 

activity etc.). For excretion measurements possibilities include contamination of the sample, 

incomplete collection of the sample, errors in sample processing, etc..   

Step 2.6.1: Reassess previous intakes. If it cannot be demonstrated that M is unreliable, then 

pc_qqcqq rfc npctgmsq glr_ic&q'* g,c, em rm rfc _nnpmnpg_rc §Qncag_j npmacbspc³ _r Qr_ec 2, 

Step 2.7: Check the measurement M. If it can be demonstrated that M is wrong, make corrections or 

repeat the measurement if possible and return to Step 2.0. 

Figure 7.3 shows as an example a hypothetical value M measured at t = 90 d (purple dot) together 

with the values of M/SF2 and M*SF2 (yellow diamond and blue triangle respectively). Also the 

hypothetical curves of P corresponding to different possible previous measurements made at time 

t=0 are shown. In the case of the green curve, it lies below the value of M/SF2, i.e the measurement 

M can be attributed to a new intake and the standard evaluation procedure can be started. The red 

curve is included between M/SF2 and M*SF2, i.e. the measured value M is consistent with the 

previous measurement at t=0, so that there has been no new intake and no new dose evaluation is 

required. The blue curve lies above M*SF2, i.e. the measurement M is lower than one should have 

expected on the basis of the measurement at t=0. There is a discrepancy between M and the 

previous measurement and a reassessment of M and/or of the previous intake is required. 

 

 

Figure 7.3: Comparison of P value (at 90 d) with M, M/SF2 and M*SF2 for evaluation of 

test related to presence of new intake, no new intake and discrepancy with previous 

data.  
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7.4 Standard evaluation procedure at Level 1 (stage 3) 

Having determined the measured value (M) to be due to a new intake, the intake and dose are 

evaluated from the net value (N=M-P) using a priori parameters. This standard evaluation 

procedure should be applied only for routine monitoring. 

Step 3.1 : If the measured value is not due to routine monitoring, check for the number of 

measurements available : go to step 3.1.1. 

Step 3.1.1 : If there are available more than one measurements go to special evaluation procedures 

(Stage 4).If there is only one measurement go to step 3.2. 

Step 3.2 : The pathway of intake is identified. In routine monitoring situations the pathway will 

most likely be inhalation, but it could also be ingestion or a combination of inhalation and 

ingestion.  

However, ingestion should be assumed only in those cases where there is clear evidence for this 

pathway (well established and documented). Otherwise the inhalation pathway should be 

assumed. 

The situation of a single routine measurement after a wound accident is rare, so if this pathway of 

intake is confirmed, go directly to step 3.6 to check the availability of other data and follow, after 

stage 4, the selection of the wound pathway. 

Step 3.3 : Assign values for following parameters: 

¶ Mode of intake 

¶ Time of intake 

¶ Particle size, absorption type and fA value (for inhalation) 

¶ fA value (for ingestion) 

Case or site specific parameter values should be assigned as far as they are available. Such a priori 

information needs to be well established and documented. Examples might include the Activity 

Median Aerodynamic Diameter (AMAD) « if it has been determined by appropriate air sampling 

(e.g. cascade impactor) « or the time of intake, if potential exposure was limited, or an incident was 

known to occur. Otherwise the following default parameter values should be used: 

¶ Mode of intake: Single intake  

¶ Time of intake: Mid-point of the monitoring interval, i.e. the mid-point of the time range 

between the date of the measurement being considered and the date of either the 

previous measurement or the beginning of monitoring  

¶ Inhalation:  

¶ Absorption Type and fA value: default values as reported in the forthcoming ICRP OIR 

publication. In the meanwhile according to ICRP Publication 68, Annex F (ICRP 1994b). If 

the compound is unknown, then for those elements where there is a choice of absorption 

rwncq* rfc rwnc dmp §slqncagdgcb amknmslbq³ qfmsjb `c sqcb* gd _t_gj_`jc, Dmp sp_lgsk* gl 

the absence of specific information, Type M is assumed, as reported in ICRP Publication 71 

(ICRP 1995c). 

¶ Particle size: 5 µm AMAD. 
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¶ Ingestion:  

¶ fA value: default values as reported in the forthcoming ICRP OIR publication. In the 

meanwhile according to ICRP Publication 68, Annex E (ICRP 1994b).  

 

Step 3.4 : Using the assigned a priori parameter values, the intake is estimated by dividing the net 

value (N) by the appropriate retention or excretion function. The committed effective dose is 

calculated by multiplying the evaluated intake by the appropriate dose coefficient (dose per unit 

intake). Care must be taken to ensure that the same assigned a priori parameter values were used 

for calculating the excretion functions and the dose coefficients. Alternatively the dose per unit 

content approach can be applied to calculate the dose directly. When doing so, only the dose can 

be recorded. 

Step 3.5 : If the effective dose estimated in step 3.4 is less than 1 mSv, there is no need for further 

investigation (Step 3.5.1). Otherwise special procedures (Stage 4) are needed for more detailed 

evaluation of the case. 

Step 3.5.1 : The results in terms of intake and committed effective dose from Step 3.5 are recorded 

together with the corresponding parameter values used in Step 3.4. 

Step 3.6 : If dose is greater than 1 mSv, then check for the number of available data. If the number 

of available data is less than that reported in Table 6.1 for the column corresponding to the 

assessed dose: get the required number of measurements (go to step 3.6.1); if the number of 

available data is sufficient go to Stage 4.  

Step 3.6.1 : After having got the required number of data, go to Stage 4. 
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Figure 7.4: Stage 3. Standard evaluation procedure at Level 1. 

7.5 Identification of pathway of intake for special evaluation above Level 1  (stage 4) 

Special procedures are needed for the evaluation when there is evidence for an internal committed 

effective dose of more than 1 mSv or in all cases of special monitoring. In all these cases the 

evaluation procedures depend to some extent on the pathway of intake. Thus, in Stage 4 the 

pathway of intake has to be identified. 

Step 4.1 : In many cases there is evidence for pure inhalation, as for example if room air 

contamination has been detected without detectable external contamination of the person under 

investigation. In those cases the special procedure for inhalation cases should be applied (Stage 5). 

Step 4.2 : In a few cases there might be evidence for pure ingestion, as for example if 

contamination of the person or the working place has been detected, but not any contamination 

of the room air. In those cases the special procedure for ingestion cases should be applied (Stage 

6).  

Step 4.3: In cases where both contamination of the person or the working place and contamination 

of the room air is detected the pathway could be a combination of inhalation and ingestion. Such 

cases may be analysed as a mixture of inhalation and ingestion (Stage 7). However, a similar 
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pattern of contamination can arise from exposure to a large aerosol (AMAD more than about 10 

µm).  Unless the aerosol in the workplace has been well characterised it will be difficult to know 

which is more likely, or what fraction of the intake is due to ingestion.  It is proposed here to 

assume pure inhalation as default unless there is information to justify that a part of the intake is 

ingestion.  

Step 4.4 : In any case of a contaminated wound a special procedure have been developed to 

calculate the dose due to the intake via the wound. This pathway is considered by the guidelines at 

the Stage 8 (Step 4.4.1).  

Step 4.5 : The revised guidelines do not consider  the patterns of intake different from those 

indicated above (i.e. for injection or skin absorption). In case of injection, due to incident with 

syringe needle, the evaluation could follow the default assumption of the wound model with 

soluble weak category assumption, as this approach will be the most similar to the actual intake 

pattern. 

 

Figure 7.5 : Identification of pathway of intake for special evaluation above Level 1.  
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8.Inhalation  (Stage 5)  

8.1 Overview 

The special procedure is grouped in three subsequent stages (seeFigure 8.1). 

 

Stage 

5

5A (Steps 5.1 - 5.6)

Initial assessment with a priori 

parameter values

5B (Steps 5.7-5.14)

Special evaluation for intake by 

inhalation selecting AMAD, 

absorption Type and/or time of intake 

by comparison of model predictions 

with data (a posteriori)

5.6

Dose < 1 mSv
End

Yes

No

5C (Steps 5.15-5.21)

Stage 5C 

Vary HRTM, GI tract model and 

systemic model parameter values in 

specified order (a posteriori)

5.15

Dose < 6 mSv

and good Fit

End

Yes

No

5.21

Consult other experts

5.20.1

Goodness of fit

is acceptable

End

Yes

No

 

Figure 8.1: Stage 5. Special procedure for inhalation cases above Level 1 « Overview. 
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In the first stage (5A), a simple evaluation is carried out using parameter values chosen a priori: 

`cdmpc rfc ct_js_rgml gq a_ppgcb msr, Rfc npmacbspc gq tcpw qgkgj_p rm rfc §Qr_lb_pb npmacbspc³ 

(Stage 3). The main difference is that in a special procedure there should be more than one 

measurement. 

In the second stage (5B), procedures are applied for varying the two main factors related to the 

inhaled material: the AMAD and absorption Type, and also the time of intake, if not known, using 

the measurement data (a posteriori).  

In the third stage (5C), an advanced evaluation is carried out. It applies to cases where there are 

comprehensive data available. The fundamental approach of this stage is that the model 

parameter values are adjusted systematically, in a specific order, until the goodness of fit is 

acceptable (i.e. the fits obtained to all the data are not rejected by the specified criteria).  

8.2 Simple evaluation (stage 5A) 

Step 5.1: Identification and preparation of measurement data. It is expected that there will be more 

than one measurement available for a special assessment (Mi for i = 1 to n). It is therefore important 

rf_r pc_jgqrga slacpr_glrgcq _pc _qqgelcb rm rfc b_r_ &§qa_rrcpgle d_armp³* QD* Qrcn 0,/' Rfcpc k_w `c 

more than one type of measurement (urine, faeces, etc), and there may be measurements of more 

than one radionuclide involved in the exposure. If a specific incident (and hence time of intake) was 

not identified, the results of workplace monitoring, such as personal or room air sampling, should 

be checked to give guidance on the time course of intake. 

Cvnjmpc rfc nmqqg`gjgrw rf_r acpr_gl kc_qspcq _pc §pmesc³ `w kc_lq md rfc npmacbspc glbga_rcb gl 

paragraph 6.1. 

Step 5.2: (As Step 2.3 for a single measurement.) The contributions (Pi) from all previous intakes of 

the radionuclide considered are calculated, taking into account all pathways of intake, and all 

intakes of mixtures where the radionuclide was involved. The net values (Ni = Mi « Pi) of the 

radionuclide are calculated by subtracting Pi from the measured value Mi. 

Step 5.3: (As Step 3.2 in the Standard Procedure, Stage 3, except for time of intake). Case or site 

specific parameter values should be assigned as far as they are available. Such a priori information 

needs to be well established and documented. Examples might include the Activity Median 

Aerodynamic Diameter, AMAD, (if it has been determined by appropriate air sampling, e.g., 

cascade impactor), specific absorption parameter values (if the inhaled material is sufficiently well 

characterised), or the time of intake (if potential exposure was limited, or an incident was known to 

occur). Otherwise the following default parameter values should be used: 

¶ Mode of intake: Single intake 

¶ Absorption Type and fA value: default values as reported in the forthcoming ICRP OIR 

publication. In the meanwhile according to ICRP Publication 68, Annex F (ICRP 1994b) . If the 

compound is unknown, then for those elements where there is a choice of absorption types, 

rfc rwnc dmp §slqncagdgcb amknmslbq³ qfmsjb `c sqcb* gd _t_gj_`jc, Dmp sp_lgsk* gl rfc _`qclac 

of specific information, Type M is assumed, as reported in ICRP Publication 71 (ICRP 1995c). 

¶ Particle size: 5 µm AMAD  
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Stage 

5A

5.1

Identification of all measured data 

representing the case

5.2

Assessment of contributions from 

previous intakes and calculation of 

net values of measured data

5.3

Assign a priori parameters

 (default or site-specific)

5.5

Calculate the dose with a priori 

parameters

5.6

Dose  < 1 mSv

5.6.1

Record dose with a priori parameters
End

5.4

Time of intake is known

No

Yes

Yes

Stage

5B

No

 

Figure 8.2: Stage 5A. Special procedure for inhalation cases above Level 1 « Part 1: 

simple evaluation using parameter values chosen a priori. 

Step 5.4: Time of intake known/unknown. If the special procedure was initiated as a result of a 

known incident (and hence the time of intake is known) then a simple assessment (Step 5.5) should 

be carried out which is consistent with the Standard evaluation (Stage 3). If the special procedure 

was initiated as a result of a routine measurement being inconsistent with previous assessment 

(Step 2.6) or a dose >1 mSv resulting from the Standard evaluation (Step 3.4) where the time of 

intake is probably not known, then further special procedures (Stage 5B) are needed for more 

detailed evaluation of the case. 

Step 5.5: (As step 3.3 in the Standard Procedure, Stage 3, but for more than one measurement). 

Using the assigned a priori parameter values, an estimate of intake Ii is obtained by dividing the net 

measured value Ni = Mi « Pi by the appropriate retention or excretion function m(ti). The best 

estimate of intake can be calculated according to Chapter 5 with the equation: 
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where SFi is the scattering factor related to the net measured value Ni . If the scattering factor is the 

same for all measurements, the equation results in 
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i.e. the best estimate of the intake is the geometric mean of the intakes  
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     (8.2) 

calculated from the single measurements. Using the same assigned a priori parameter values the 

commirrcb cddcargtc bmqc gq a_jasj_rcb `w ksjrgnjwgle rfc §`cqr cqrgk_rc³ md glr_ic `w rfc 

appropriate dose coefficient (dose per unit intake).  

In case of multiple data sets the calculation is performed according to the equation (5.5) or (5.6) 

where each intake estimate Ii or Ij is evaluated by means of eq. (8.2) i.e using Ni values instead of Mi 

values (see paragraph 5.3).   

Step 5.6: If the effective dose estimated in step 5.5 (taking into account all available monitoring 

data) is less than 1 mSv, there is no need for further investigation (Step 5.6.1). In this particular case, 

rfc bmqc dpmk rfc glr_ic slbcp amlqgbcp_rgml* p_rfcp rf_l rfc §_lls_j bmqc³ _q gl Qrcn 1,2* gq rfc 

criterion, because intakes requiring special assessment procedures should be unusual for any 

individual worker. Otherwise further special procedures (Stage 5B) are needed for more detailed 

evaluation of the case.  

Step 5.6.1: The results in terms of intake and committed effective dose from Step 5.6 are recorded 

together with the corresponding parameter values from Step 5.3. 

8.3 Exposure related parameters (stage 5B) 

In this stage, procedures are described for varying the three main factors related to the inhaled 

material: the AMAD and absorption Type, and also the time of intake, if not known, using the 

measurement data (a posteriori). Note, however, that if material specific absorption parameter 

values were assigned a priori (Step 5.3), default absorption Types should not be used (Steps 5.11, 

5.12, 5.13 and 5.14): if an acceptable fit is not obtained with the assigned parameter values, they 

can be varied a posteriori, in Stage 5C.  

Gl rfgq Qr_ec* _lb gl Qr_ec 3A rf_r dmjjmuq* n_p_kcrcp t_jscq _pc qcjcarcb ml rfc `_qgq md rfc §dgr³ md 

the model predictions to the observations (data). Criteria for rejecting the fit have been already 

indicated in paragraph 6.3; this helps to decide whether to stop the evaluation, or to go on to 

further steps. 

Qrcn 3,58 ?pc rfcpc qsddgagclr b_r_ = ?q lmrcb gl rfc glrpmbsargml* apgrcpg_ dmp rfc §qsddgagclr³ lskber 

(and types) of relevant data, duration of monitoring etc., are proposed according to the dose. In 

this Step, the numbers for the range 1 mSv <Dose<6 mSv are appropriate, because a special 
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procedure is generally initiated on the assumption that the dose could exceed 1 mSv, and doses 

greater than 6 mSv are considered in Steps 5.11.2 and 5.12.2 below.  

Step 5.7.1: Get additional dose relevant data. This assumes that the evaluation is being carried out 

in real time, so that the opportunity exists to obtain more measurements if those available are 

insufficient. (For historical cases, where it is not possible to obtain more measurements, it should 

be recorded that the data are insufficient, and therefore the result should be treated with caution.) 

When the additional data have been obtained, a simple re-evaluation going back to Stage 5A is 

made.  

Step 5.8: Is the time of intake known? As noted in the introduction, there are two main alternative 

routes through this stage of the process, according to whether or not the time of intake is known. 

Generally, Special Procedures follow from an identified incident for which the time is known: Steps 

5.9 to 5.11, and if necessary 5.13 are followed. However, previously unidentified intakes are 

sometimes found through e.g. routine monitoring, and so the time of intake is unknown, or known 

only to be within a certain interval. Step 5.12 and, if necessary, 5.14 are followed, but provide less 

opportunity for a posteriori characterisation of the material. If the early bioassay data are not 

decreasing with time then, in practice, it is difficult to estimate the time of intake. In such cases it is 

recommended to assume the time of intake as being the mid-point of the monitoring interval.   

Step 5.9: Are early lung and faeces data available? During the first few days after an accidental 

inhalation intake of a relatively insoluble material (Type M or Type S) most of the activity will be in 

the respiratory tract, or cleared through the GI tract to the faeces. In the event of such an incident 

with potential for a significant intake it would therefore be expected that if feasible, measurements 

of lung and faeces would be made. If the cumulative faecal excretion over the first few days, and a 

measurement on which the initial lung deposit can be estimated are available, then an estimate 

can be made of the effective AMAD (Step 5.10).  Alternatively, if whole body data is available then 

this can be used together with the early faecal data to estimate the effective AMAD (step 5.10) for 

relatively insoluble materials. 

Step 5.10: Derive effective AMAD from early lung and faeces data. Although the reviews of 

reported measurements of AMAD in workplaces (e.g. Dorrian and Bailey 1995) support the ICRP 

ns`jga_rgml 44-46 bcd_sjr t_jsc md 3 ʆk dmp maasn_rgml_j cvnmqspc* rfcw _jqm qfmu rf_r _ ugbc 

range (about 1«0. ʆk' f_q `ccl m`qcptcb, Gd rfc _gp`mplc contamination in the workplace has 

been well characterised, it may be possible to use a more realistic value based on measurements of 

the activity size distribution. Alternatively, if there are suitable early measurement data available, 

_l §cddcargtc³ ?K?B can be inferred a posteriori from the measurements. The main effect of the 

aerosol AMAD is to determine the relative amounts deposited (i) in the upper respiratory tract 

(extrathoracic airways, ET, bronchi, BB, and bronchioles, bb, in the HRTM), which (if not absorbed 

into blood) is mainly cleared rapidly to the GI tract and hence to faeces within a few days, and (ii) in 

the lower respiratory tract (alveolar-interstitial, AI, region in the HRTM), which is mainly cleared 

slowly from the lungs. ICRP Supporting Guidance 3 (ICRP 2002b) showed that for a relatively 

insoluble (Type M or S) material inhaled by a Reference Worker, the ratio of cumulative faecal 

excretion over the first 3 days (F1-3) to lung activity on day 3 (L3) increased almost linearly with 

AMAD mtcp rfc p_lec / rm /. ʆk &in Figure 8.3 the curves for 241Am are plotted). Hence the 

m`qcptcb p_rgm amsjb `c sqcb rm gldcp rfc §cddcargtc³ ?K?B, Gr gq pcdcppcb rm _q §cddcargtc³* `ca_sqc 

rfc p_rgm ugjj `c bcrcpkglcb lmr mljw `w rfc _cpmqmj qgxc* `sr _jqm `w rfc qs`hcar%q `pc_rfgle n_rrcpl 

(especially if it involves mouth-breathing) and inter-subject variation in deposition under any given 

set of conditions.  



C.M. Castellani, J.W. Marsh, C. Hurtgen, E. Blanchardon, P. Berard, A. Giussani. M.A. Lopez 

78 EURADOS Report 2013-04 

This approach is preferable for dose assessment than a priori measurements of the AMAD, because 

it takes account of these particular aspects. 

 

 

Figure 8.3: Variation with effective AMAD of the ratio of 241Am cumulative activity in 

faeces from day 1 to day 3 to lung activity on day 3 after inhalation, predicted by the 

HRTM for a Reference Worker. (ICRP 2002b) 

Such an evaluation has been performed also for 235U (CONRAD, 2008). The behaviour of the ratio of 

cumulative activity in faeces from day 1 to day 3 to the lung activity on day 3 was found to be 

similar to that of 241Am. 

To help in the evaluation of the effective AMAD, a polynomial function was fitted to the calculated 

data of the ratio F1-3/L3 as a function of the effective AMAD for different radionuclides (Table 8.1).  A 

third degree polynomial with the constraint that it passes through zero (y=aÖx+bÖx2+cÖx3) was used 

(CONRAD 2008).  In the fitting y is the ratio F1-3/L3 and x is the effective AMAD value.  The parameter 

values of the fitting as well as the overall correlation coefficient (R) are given in Table 8.1. 

 

Table 8.1: Summary table of the fitting parameter values for the polynomial, y=aÖx+bÖx2+cÖx3 

where  y is the ratio F1-3/L3 and x is the effective AMAD value (CONRAD, 2008).  The overall 

correlation coefficient (R) is also given. 

 

Radio- 

nucide 

Absorption 

Type 
f1 a b c R 

241Am M 0.0005 1.7665 -0.1567 0.0112 0.9995 

241Am S 0.0005 1.6537 -0.1470 0.0105 0.9995 

235U M 0.02 1.7321 -0.1536 0.0110 0.9995 

235U S 0.002 1.6513 -0.1468 0.0105 0.9995 
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Marsh et al. 2008 extended this work to deal with 60Co cases when there are no direct lung data but 

whole body data (CONRAD, 2008).   In such cases the whole body measurement at day 10 (W10) is 

used to infer the initial amount deposited in the lower respiratory tract for relatively insoluble 

materials. By the later time of 10 days almost all the material in ET1 will have been cleared by nose 

blowing and most of the material in the alimentary tract will have been excreted and so most of 

the material measured in the whole body will be in the lower respiratory tract.  Therefore, the ratio 

of F1-3/W10 can be used to estimate the effective AMAD for relatively insoluble materials.  Figure 8.4 

shows the variation of  F1-3/W10 with the effective AMAD for Type M and S materials of 60Co.  

 

 

Figure 8.4 Ratio cumulative feces (F1-3) to whole body (W10) measurements for 60Co 

at 10 days, absorption types M and S. 

Step 5.11: Assessment of dose by fitting the absorption Type. Note, however, that if material 

specific absorption parameter values were assigned a priori, (Step 5.3) default absorption Types 

should not be used here or in Step 5.13: if an acceptable fit is not obtained with the assigned 

parameter values, they can be varied a posteriori, in Stage 5C. 

At this step the AMAD has been determined according to the information available: default 5 µm 

AMAD, a priori characterisation, or a posteriori derivation. The other main characteristic of the 

inhaled material is the absorption type. An a priori assignment of the absorption Type has been 

made in Step 5.3 above according to the ICRP OIR Document or to the ICRP Publication 68 

recommendations based on what is known of the chemical form of the inhaled material. A check is 

made on the Goodness of fit (Section 6.3) using this default absorption type. If it is acceptable, then 

the dose is calculated with the same model parameter values that were assumed in the assessment 

of intake and the process moves to Step 5.11.2 etc. If it is not, then other absorption types are tried, 

as follows.  

The ICRP default absorption types for particulate materials: F (fast), M (moderate) and S (slow) each 

represent very wide ranges of absorption rates. There can be large differences between the actual 

absorption behaviour of a material and that assumed for the default to which it is assigned, which 
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can greatly affect lung retention and urinary excretion. Evaluations are therefore made assuming 

each of the other default types available for that element. In each case a check is made on the 

Goodness of fit (Section 6.3). If the fit is acceptable, then the dose is calculated with the same 

model parameter values that were assumed in the assessment of intake and the process moves to 

Step 5.11.2 etc. (If more than one absorption type fits, the one giving the best fit (i.e. that for which 

the p-value is greatest ufgjc rfc qcamlb §`w cwc³ apgrcpgml gq dsjdgjjcb) is chosen). 

Step 5.11.1: Is the Goodness of fit acceptable? If the goodness of fit is acceptable (i.e. the fit 

obtained is not rejected by the specified criteria, see Section 6.3) then the estimated intake is taken 

as the best estimate. Otherwise further special procedures (Step 5.13 onwards) are needed for 

more detailed evaluation of the case. 

Step 5.11.2: Is the dose less than 6 mSv? If the effective dose estimated in Step 5.11 is less than 6 

mSv, there is no need for further investigation (Step 5.11.3). Otherwise further special procedures 

(Step 5.11.4 onwards) are needed for more detailed evaluation of the case.  

Step 5.11.3: The results in terms of intake and committed effective dose from Step 5.11 are 

recorded together with the corresponding parameter values from Step 5.11. 

Step 5.11.4: Check that there are sufficient data, and get more if necessary. This is similar to Steps 

3,5 _lb 3,5,/, Apgrcpg_ dmp rfc §qsddgagclr³ lsk`cp &_lb rwncq' md pcjct_lr b_r_* bsp_rgml md 

monitoring etc., are proposed according to the dose level (Section 6.5). In this Step, the numbers 

for Dose > 6 mSv are appropriate.  

To get additional dose relevant data assumes that the evaluation is being carried out in real time, 

so that the opportunity exists to obtain more measurements if those available are insufficient. (For 

historical cases, where it is not possible to obtain more measurements, it should be recorded that 

the data are insufficient, and therefore the result should be treated with caution.) When the 

additional data have been obtained, further special procedures (Step 5.13 onwards) are needed for 

more detailed evaluation of the case.  

Step 5.12: Assessment of dose by simultaneous fitting of the time of intake and the absorption 

Type.  

As can be seen, this Step is reached through step 5.8 when the time of intake is unknown. At this 

step the AMAD has been determined according to the information available: default 5 µm AMAD 

or a priori characterisation. Note, however, that if material specific absorption parameter values 

were assigned a priori, (Step 5.3) default absorption types should not be used here: if an acceptable 

fit is not obtained with the assigned parameter values, they can be varied a posteriori, in Stage 5C. 

The other main characteristic of the inhaled material is the absorption type. An a priori assignment 

of the absorption type has been made in Step 5.3 above according to the ICRP OIR Document or to 

the ICRP Publication 68 recommendations based on what is known of the chemical form of the 

inhaled material. A check is made on the Goodness of fit (Section 6.3) using this default absorption 

type and the default time of intake. (As in Step 3.2: Mid-point of the monitoring interval, i.e. the 

mid-point of the time range between the date of the measurement being considered and the date 

of either the previous measurement or the beginning of monitoring). If the fit is acceptable, then 

the dose is calculated with the same model parameter values that were assumed in the assessment 

of intake and the process moves to Step 5.12.2 etc. If it is not, then other absorption types and 

times of intake are tried, as described in the following paragraphs.  However, if the early bioassay 

data are not decreasing with time then, in practice, it is difficult to estimate the time of intake. In 
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such cases it is recommended to assume the time of intake as being the mid-point of the 

monitoring interval. 

The ICRP default absorption types for particulate materials: F (fast), M (moderate) and S (slow) each 

represent very wide ranges of absorption rates. There can be large differences between the actual 

absorption behaviour of a material and that assumed for the default to which it is assigned, which 

can greatly affect lung retention and urinary excretion. Evaluations are therefore made assuming 

each of the default types available for that element, for several times of intake spanning the period 

of possible intake. In each case a check is made on the Goodness of fit (Section 6.3).  

If an acceptable fit is found, it is likely that acceptable fits will be found for a range of times of 

intake, and therefore the combination of absorption type and time of intake giving the best fit is 

chosen (that for which the p-t_jsc gq epc_rcqr ufgjc rfc qcamlb §`w cwc³ apgrcpgml gq dsjdgjjcb', Rfc 

dose is calculated with the same model parameter values that were assumed in the assessment of 

intake and the process moves to Step 5.12.2 etc.  

Step 5.12.1: Is the Goodness of fit acceptable? If the goodness of fit is acceptable (i.e. the fit 

obtained is not rejected by the specified criteria, Section 6.3) then the estimated intake is taken as 

the best estimate. Otherwise further special procedures (Step 5.14 onwards) are needed for more 

detailed evaluation of the case. 

Step 5.12.2: Is the dose less than 6 mSv? If the effective dose estimated in Step 5.12 is less than 6 

mSv, there is no need for further investigation (Step 5.12.3). Otherwise further special procedures 

(Step 5.12.4 onwards) are needed for more detailed evaluation of the case.  

Step 5.12.3: The results in terms of intake and committed effective dose from Step 5.12 are 

recorded together with the corresponding parameter values from Step 5.12. 

Step 5.12.4: Check that there are sufficient data, and get more if necessary. This is similar to Steps 

3,5 _lb 3,5,/, Apgrcpg_ dmp rfc §qsddgagclr³ lsk`cp &_lb rwncq' md pcjct_lr b_r_* bsp_rgml md 

monitoring etc., are proposed according to the dose level (Section 6.5). In this Step, the numbers 

for Dose > 6 mSv are appropriate.  

To get additional dose relevant data assumes that the evaluation is being carried out in real time, 

so that the opportunity exists to obtain more measurements if those available are insufficient. (For 

historical cases, where it is not possible to obtain more measurements, it should be recorded that 

the data are insufficient, and therefore the result should be treated with caution.) When the 

additional data have been obtained, further special procedures (Step 5.14 onwards) are needed for 

more detailed evaluation of the case.  

Step 5.13: Assessment of dose by fitting a mixture of absorption Types. This is an extension of Step 

5.11, to give greater flexibility in fitting by considering a mixture of absorption Types.  

This step may have been reached through Step 5.11.1, because an acceptable fit was not obtained 

with any single absorption type. In that case combinations should be tried by inspection, trial and 

error, etc. If more than one fits (Stage 5C, Step 5.15), the mixture of absorption types giving the 

best fit is chosen (i.e. that for which the p-value is greatest while the qcamlb §`w cwc³ apgrcpgml gq 

fulfilled). 

Alternatively, this step may have been reached through Steps 5.11.1 and 5.11.2, because the 

estimated dose is > 6 mSv, and more data may have been obtained. If so then as much of the 

procedure as necessary should be repeated: evaluate using in turn: the a priori default absorption 
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type; another absorption type; and a combination of absorption types, until an adequate fit is 

obtained. 

Step 5.14: Assessment of dose by simultaneous fitting of the time of intake and a mixture of 

absorption types. This is an extension of Step 5.12, to give greater flexibility in fitting by consider a 

mixture of absorption types. Note, however, that if material specific absorption parameter values 

were assigned a priori, (Step 5.3) default absorption types should not be used here: if an acceptable 

fit is not obtained with the assigned parameter values, they can be varied a posteriori, in Stage 5C. 

This step may have been reached through Step 5.12.1, because an acceptable fit was not obtained 

with any single absorption type and time of intake. In that case combinations of absorption Type 

should be tried. If more than one fits (Stage 5C, Step 5.15), the mixture of absorption types giving 

the best fit is chosen. If an acceptable fit is found, it is likely that acceptable fits will be found for a 

range of times of intake, and therefore the combination of the mixture of absorption types and 

time of intake giving the best fit is chosen (i.e. that for which the p-value is greatest while the 

qcamlb §`w cwc³ apgrcpgml gq dsjdgjjcb', 

Alternatively, this step may have been reached through Steps 5.12.1 and 5.12.2, because the 

estimated dose is > 6 mSv, and more data may have been obtained. If so then as much of the 

procedure as necessary should be repeated: evaluate using in turn: the a priori default absorption 

type and default time of intake; all absorption types and variable time of intake; and a combination 

of absorption types and variable time of intake, until an adequate fit (i.e. that for which the p-value 

gq epc_rcqr ufgjc rfc qcamlb §`w cwc³ apgrcpgml gq dsjdgjjcb' is obtained. 
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Figure 8.4: Stage 5B. Special procedure for inhalation cases above Level 1 « Part 2: 

Variation of the AMAD and absorption type, and also the time of intake, if not known. 

8.3 Advanced evaluation (stage 5C) 

In this stage, an advanced evaluation is carried out. It applies to cases where there are 

comprehensive data available. The fundamental approach is that the model parameter values are 

adjusted systematically, in a specific order, until the goodness of fit is acceptable (i.e. the fits 

obtained to all the data are not rejected by both specified criteria, see Section 6.3). If the fit is 

acceptable then the estimated intake is taken as the best estimate and the committed equivalent 


























































































































































































































